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Abstract

In recent years, the world tourism is developing rapidly. The world tourism firstly hit 1
billion in 2012. Along with the tourism booming, complaint cases are growing and tourists'
satisfaction degree is dropping. In this case, to ensure the interests of tourists and keep
sustainable development of tourism, the tourists' satisfaction should be evaluated and the
Scenic should be improved based on the evaluation result. In this paper, a new tourist
satisfaction evaluation method is proposed based on fuzzy clustering. Firstly, the large scale
evaluation data is divided to ¢ parts by the fuzzy clustering method. Then, each center of the
€ parts is chosen to evaluate the tourist satisfaction. The new evaluation method is different
from the traditional methods. It can effectively cut the evaluation scale. Finally, the tourist
satisfaction of Three Gorges Scenic is studied to interpret the new evaluation method.
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1. Introduction

According to a report released by World Tourism Organization, global tourist arrivals
reached 1 billion in 2012, and increased 4% over the last year under the world economic
downturn. It is expected to remain a growth of 3% to 4% in 2013. The World Tourism
Organization estimated that by 2020 the global tourist arrivals would keep an average annual
growth of 3.8% and would reach 1.8 billion in 2030 [1]. While the tourism is booming,
tourists' satisfaction is reduced. The tourists' complaint cases are growing rapidly. Take China
for example, the accepted cases increased 35.6%, from 11060 [2] in 2011 to 15000 in 2012
[3]. Obviously, to guarantee the interests of tourists and keep sustainable development of
tourism, it is urgent to evaluate the tourist satisfaction and improve the service in Scenic.

In recent years, many experts and scholars have studied the tourist satisfaction, and
adopted a variety of evaluation methods. The tourist satisfaction evaluation method can be
divided into two categories: qualitative and quantitative. Qualitative evaluation methods
mainly include the commonly used expert method [4], experiential evaluation and aesthetic
quality [5], cognitive-affective mode [6]. Quantitative evaluation methods mainly include the
analytic hierarchy process [7], fuzzy comprehensive evaluation method [8], grey correlation
analysis method [9], tourists' satisfaction index (TSI) evaluation model [10], IPA analysis
method [11] triangle fuzzy number of evaluation [12], HOLSAT model [13]. The existing
literatures analysis the questionnaire data by the way of analyzing the reliability, completing
the incomplete data by the mean of the corresponding attributes and aggregating the
evaluation information by arithmetic mean operator. However, different attribute may take
different importance in satisfaction evaluation. In this paper, a new evaluation method based
on the fuzzy clustering will be introduced, which takes the different attribute weights and
different group weights in the aggregation. This paper is organized as follows. In section 2, a
new evaluation method based on the Fuzzy C mean algorithm is introduced. An empirical
research is done in section 3 to assess the tourist satisfaction in the Yangtze three gorges
scenic. This paper is concluded in Section 4.
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2. A New Evaluation Method based on the Fuzzy C Mean Algorithm

In a multi-attribute evaluation problem, let A={a,8, 3} g the et of N attributes,
E={e,.&, .6} be the set of m evaluators, I={12,-\M} pho the index set and

— . . ) a. .
J={2---,n} be the index set. Each evaluatore' assesses each attribute ~'in A and

provides his/her evaluation information Yi in 12,345} where 1 means the attribute is very
bad, 2 means the attribute is bad, 3 means the attribute is general, 4 means the attribute is
good and 5 means the attribute is very good. All evaluators' assess information composes the

evaluation matrix Y =Y .
Yi1 Y12 Yin
Y = ¥21 Yzz ¥2n
yml ym2 ymn

2.1. Cluster the Evaluation Information by Fuzzy C Mean Algorithm

Fuzzy C means algorithm is a partitioned clustering method. In literature [14], it
introduces the concept of hard C partition and then introduces fuzzy C partition by extending
the membership functions between samples and the class. In the following part, we will
review fuzzy C mean algorithm introduced in literature [14].

Suppose ¥ =D Yar Y} is a sample space, where %i = (Vi Yizr s Yn) €RT( € T)

Yo Yoare coubsetsof Yand K =2 C 5 Yuter Yo guicry.
Y,uY,u---uY, =Y,
YiNY; =9, i, jeKandi= j, (1)
Y, #3,Y, #Y,ie K.
We say oY Ye s hard C partition of Y .
Suppose
Yy Y2 - Um
Uiy w12 v Uy Y1
U= (uhi)cXm = U1 w22 o U2m Y2 (2)
Uel U2 0 Uem Y.
is the hard C partition matrix of Y, where Uy, (y)(iel.keK) indicates the subordinate

Y, (ke K) u,; €{01}

relations between sample yi(ie I)and subset . It is obviously that

Ui :1means that 7l only belongs to subset Yy while Y« :Omeans that Y« does not

belong to subsetYh :

Definition 1 [14] Suppose R™™ is a CXMreal matrix space. Consider the sample data

set’ =D Yo Yakang integerc(2 <C=<M) then the hard C partition matrix of Y is:
M, ={U eR""u, e{0,1},VkeK,iel,;

c : m ©)
> ug=1Viel,0<> u, <m,vkeK}

k=1 i=1
In fact, A sample is not always belongs to a particular class, it may also belong to other
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classes. Therefore, literature [15] extend subordinate relations between the samples and the
class of hard C partition and obtain fuzzy C partition space.

Definition 2 [14, 15]  suppose A" represents C>M order real matrix space in the real

number field. Consider the sample data set!’ — W Yo Yakgng integerc(2 SC<M) then
the fuzzy C partition space of Y is:

M, ={UeR*"0<u, <L VkeK,iel;
c ) m (4)
> ug=1viel;0<> u, <m,vkeK}
k=1 i=1
Suppose V=V Vet s the clustering prototype of Yk eK) , in which

n
v eR(keK) According to literature [14] and literature [15], we can solve the
optimization model:

(M-1) min J(U,V)zzmlzc:(uhk)sllyk_Vh”z

k=1 h=1

st. D u, =1, Vk=12--m

h=1

where S is parameter controls the fuzzy degree of membership function U =y, (¥:) tis
usually set to 2. The problem can be solved by the Lagrange Multiplier Method, the results
are as follows.

=1 (e YD :
(Uk'.',} - hZ::l (”U;*’U‘:H) ,Vk’ € K, 1€ 1. (5)
> (ki )y
=" Vke K. (6)
3 (i)

i=1

Algorithm 1 [15]

input: ¥ =0 Yar 0 Ynd the clustering number parameter S(2<¢<m)

,parameter
S and the termination threshold ¢ .
Output: The partition matrix U and the clustering prototype V.
Stepl: Input Y= Yo ym}, the clustering number parameter c2<c<m) ,parameter
S and the termination threshold ¢ .
- . U@ =@ © - .
Step2: Initialize partition matrix ki Jem randomly and U satisfies equation
(3).Set the initialized loopcountert = 0.
O _ 5O O O
Step3: Update the clustering prototype VI = v v }by
> (u)) ys
==L vkeK. ©)
i
> ()
L . U(t+1) — (u(t+1)
Step4: Update partition matrix tk Jexm fyy
N T A
(" = | et VkeKiel (8
h=1 Yi—Vp

W _ye|l <

Step5: If ” , then output the partition matrix U and the clustering
prototypeV and stop. Otherwise, let t=t+1and go to Step3.
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= LY T
By Algorithm 1, the evaluation information Y =0 Yz Ym) provided by all

Yl’YZY'“ Y Vl’vz,...’v

evaluators is divided to C groups ' ¢ whose clustering prototype is e,

Each clustering prototype Vi stands for the group Yk. In this way, all the evaluation
V= (ij)cxn.

Vi ViV Vi,

information can be simplified to the group evaluation information

Vv, VoVos ooV

V=)o =|. |7 " )

cxn

Ve VeiVeo " Ven

2.2.Generate the Groups' Weight and Attributes’ Weight

To aggregate all the group evaluation information in Eq.(9), two kinds of weights should

12 oNT
be generated. The first one is the weight W =(@,@° @) o ¢ group, where

c k
=1 - cee )T
Zk:lw and @ >0 Another is the weight Wi=(a, @, @) of n attributes,

Zn o' =1
where <17
weights.

® Generate the groups' weight

WY =(a)1’a)2"”’wC)T

and @' >0 | the following part, we will generate the two kinds of

In the groups' weight , the number of " stands for the

importance of the group Yk. From Algorithm 1, the partition matrix U = (Un)eu will be
output:
yoy2 ot Um

Ul w2 ot Ulm Y
U= (uhi)cXm = ug1 U2z vt Um 1/2 (10)

Ue]l U2 - Uem Y.
where i =y, (Y el keK) indicates the degree of sample yiiel) belonging to

k . .

group Yt Considering a vote model, Ui can be regarded as the turnout that

Y, (k € K)

yiiel) vote group . Taking the idea of Lijphart[16] that higher turnout rates

. . . k
reflects greater representation of the entire populace, the weight @ of group % can be
calculated by the turnout rates that

" Uy
wkz%,VkeK. (11)

® Generate the attributes’ weight

Generating the attributes' weight is a hot topic in multi-attribute decision making, there are
several methods to generate the attributes' weight. All these methods can be divided to three
classes: subjectively weight method (Least Square method, Delphi method, Analytic
Hierarchy Process (AHP) method, Binomial Coefficient method), objectively weight
method(Principal Component Analysis (PCA), Entropy method, Multi-objective
programming method, Standard Deviation method) and combination weight method. In this
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paper, an objectively weight method proposed by Diakoulaki, et al., [17] will be taken to

V= (Vki)

generate the attributes’ weight. enjs the evaluation matrix and

= .. T
Wy = (@, @y, @) is the weight vector of attributes. Then the weight of the $i$th
attribute can be calculated by

w=-21_iel, (12)

1 n
ZUh
h=1

18 18
O =\/_Z(Vki __kai )2
where Clia Cla

data among the evaluation matrix.
WY — (a)l’a)Z’_”’a)C)T

is the standard deviation of ith attribute evaluation

The group  weight

W :(a)l,a)z,---,a))T ;
A n/ can be calculated by Eg.(11) and Eq.(12) respectively. Based on the
group weight and attribute weight, an aggregating method will be introduced in the next part.

and the attribute  weight

2.3. Aggregate the Evaluation Information

Many authors' have made some efforts on the aggregating method. For example, the
arithmetic mean, the weighted arithmetic mean, the quadratic mean and the harmonic mean is
firstly proposed as a kind of aggregating method [18]. Furthermore, Yager [19] proposed the
ordered weighted averaging (OWA) operator in 1988. Then, the OWA operator is extended to
different kinds of aggregating operators in different study environments, such as the ordered
weighted geometric averaging (OWGA) operator[20,21], the linguistic weighted ordered
weighted averaging (LOWA) operator [22, 23], the linguistic ordered weighted geometric
averaging (LOWGA) operator [24], the induced ordered weighted averaging (IOWA)
operators [25], the induced ordered weighted geometric averaging (IOWGA) operators[26],
the weighted ordered weighted averaging (WOWA) operator [27], the generalized weighted
ordered weighted averaging(GOWA) operator [28], the induced generalized ordered weighted
averaging (IGOWA) operator [29], the uncertain induced heavy ordered weighted averaging
(UIHOWA) operator [30], the induced ordered weighted averaging weighted average
(IOWAWA) operator [31], the induced linguistic generalized ordered weighted
averaging(ILGOWA) operator [32], the linguistic generalized ordered weighted averaging
(LGOWA) operator [33], the continuous generalized ordered weighted averaging (C-GOWA)
operator [34], the uncertain generalized ordered weighted averaging (UGOWA) operator [35],
the generalized power ordered weighted average (GPOWA) operator and the linguistic
generalized power ordered weighted average (LGPOWA) operator [36], the induced uncertain
linguistic ordered weighted averaging (IULOWA) operator [37], a dependent uncertain
ordered weighed aggregation (DUOWA) operator[38].

In this paper, considering the different weights of attributes, the weighted arithmetic mean
method[18] is taken to aggregate the information in different attributes.

..,a)n)T

Definition 3 Suppose WAA:R" - Rand W =(a @, is the weight vector of data

T T
set (000201 ) . Then, (o, 0 @0)" oy be aggregated by

WAA, (o, ey, ... an)zznleaj ' (9)
j=1

\

which is called the weighted arithmetic mean(WAA) operator.
Based on the aggregating operator in Definition 3, there are two stages to aggregate the

group evaluation information in V=)
® Aggregate the groups' evaluation information in each attribute

cxn
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V=)o is the group evaluation information matrix, where Vi indicates the evaluation

12 c\T
information of 21 evaluated by group Yo, Wy = (@, 0%+, 0°) s the group weight
vector, where " indicates the importance of the kth group . Suppose

= .o T
AEV =(aev,,aev,, -, aev, ) is the attribute evaluation value(AEV) vector. By Definition

3, the group evaluation information can be aggregated to the AEV that
C
aev, =Y V-0, jel. (14)
k=1

With Eq.(14), the attribute evaluation value (AEV) vector
AEV = (aev,,aev,,---,aev, )’
can be calculated, and the AEV will be aggregated in the next part.
® Aggregate the attribute evaluation information

—_— RIS T - - -
AEV = (aev,, aev, -+, aev, ) is the attribute evaluation value(AEV) vector, where

®V} indicates the evaluation value of the jth attribute 4
_— LY T H
W =(ay, 0, -, 0,) is the attribute weight vector, where ®’indicates the importance
of the jth attribute 3 . By Definition 3, the overall evaluation value(OEV) can be generated
by
n
OEV =) aev; - w,. (15)

=L

2.4. The Evaluation Process

Based on the discussion above, the evaluation process can be summarized as follows.
Step 1. Pretreat the evaluation information and get the evaluation matrix

Y :(yl' yz;"'i ym)T :(yij)mxn .

_— DY T
Step 2: Divide the evaluation information Y =00 Y2 V) into C groups

LTAETE by Algorithm 1 and get the partition matrix U and the group evaluation

information matrix V.
. W, = (0", -+, @0°)" .
Step 3: Generate the groups' weight "7y =~ \® &7 by Eq.(11), according to the

= .. T
partition matrix U. And generate the attributes' weight W= (@1, @y, @) by Eq.(12).
Step 4: Aggregate the attribute evaluation value (AEV)

vector AEV = (aev,,aev,,-

(OEV) by Eq.(15).

Step 5: Make some advice according to the overall evaluation value (OEV) and the
attribute evaluation value (AEV).

An empirical research will be introduced in the next part to interpret the evaluation
process.

-,aev.)’
7/ by Eq.(14). And aggregate the overall evaluation value

3. A Tourist Satisfaction Empirical Research

A tourist satisfaction survey is taken in the Yangtze three gorges scenic in China, which is
named as the key scenic spot in 1982 by the State Council of China. It consists of
fengjie-treasure, qutang gorge, wu gorge, shennv creek, small three gorges, dacang town,
wuxi temple gorge, natural ecological cultivation area, zhongxian marvel, video mountains,
fulling built, and so on. According to the characters of the Yangtze three gorges scenic, we
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designed a satisfaction questionnaire with the corresponding relationships between scoring
value and satisfaction in this questionnaire is as follows: 1 - very dissatisfied, 2 - dissatisfied,
3 - general , 4 - satisfied, 5 - very satisfied. And 200 tourists were randomly selected in this
scenic taking the query-answer mode. Then we got the 200 tourists' satisfaction evaluation
information.

Now, we can complete the satisfaction evaluation as the evaluation process shown above.

Step 1: Pretreat the evaluation information.

Remove some questionnaires whose integrity is less than 60%. There are 173
guestionnaires left. Then, complete the deformity data by the average mean of the evaluation
information of the corresponding attribute and get the evaluation sample information
Y = (y1,y2, - ayws)T_

_ T .
Step 2: Divide the evaluation information Y= (yny2. - 11713)" ino 6 groups
Y1, Y2, -+, Ye py Algorithm 1.
According to the Algorithm 1.

Input: ¥ = vy, 013} the clustering parameter c=6, parameter s=2 and the
termination thresholde = 0.01,

Output: The partition matrix U = (unk)6x173 and the group evaluation information
V' = (vij)ex31 (Table 1).

Step 3: Generate the groups' weight Wy = (wh w?, - w)T by Eq.(11) (Table 1),
according to the partition matrix U. And generate the attributes’ weight

Wa = (wi, w2, wn)T by Eq (12) (Table 1),
Step 4:  Aggregate  the  attribute  evaluation  value  (AEV)  vector

AEV = (aevy, aevs, -+ aevy)T by Eq.(14)(Table 1). And aggregate the overall evaluation
value (OEV) by Eq.(15)(Table 1).

Step 5: Make some advice according to the overall evaluation value (OEV) and the
attribute evaluation value (AEV).

As can be seen from Table 1, the overall evaluation value (OEV) is 2.7746, which is below
the general level. It shows that tourists are not satisfied with this scenic. There are many
attributes need to be improved. From the attribute evaluation value (AEV) in Table 1, we can
see that only Natural scenery is above the satisfaction level. Almost a half indicators are in a
general to satisfied level, which need to be further improved, such as Historical and cultural
heritage, Passenger flow moderate degree, Local residents enthusiasm degree, Environmental
sanitation, Trash, Public toilets, Public resting facility, Guiding marker, Safety facility,
Convenience degree, Scenic routing arrangement, Interpreting service, Shopping environment
A big half indicators are in a dissatisfied to general level, which should be improved urgently,
such as Ticket price, The degree of information, Transportation price, Tourist complaint,
Ticketing service, Consulting service, Restaurant feature, Dining convenience, Food hygiene,
Meal price, Accommodation hygiene, Accommodation comfort, Accommodation price, Types
of projects, Entertainment, Security, Entertainment price, Types of goods, Shopping feature,
Shopping price. Improvement of these indicators will effectively increase the overall
satisfaction of the scenic.
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Table 1. The Attribute Evaluation Value and the Overall Evaluation Value

Index v v v3 Uy U5 Vg w; AEV
wk 0.1668 0.1663 0.1668 0.1666 0.1664 0.1670

Natural scenery 4.0759 4.0737 4.0758 4.0748 4.0741 4.0766 0.0033 4.0751
Historical and cultural heritage 3.7082  3.6991 3.7079 3.7039 3.7007 3.7114 0.0137 3.7052
Ticket price 29945 29762 2.9938 2.9859 2.9794 3.0007 0.0272 2.9884

Passenger flow moderate degree 3.4249  3.4160 3.4246 3.4207 3.4176 3.4279 0.0132 3.422
Local residents enthusiasm degree  3.6625 3.6518 3.6621 3.6575 3.6537 3.6661 0.0160 3.659

Environmental sanitation 3.7885 3.7814 3.7882 3.7851 3.7826 3.7909 0.0106 3.7861
Trash 3.4244 34170 3.4242 3.4209 3.4183 3.4270 0.0112  3.422
Public toilet 3.0591  3.0378 3.0584 3.0490 3.0415 3.0664 0.0319 3.052
Public resting facility 3.2657 3.2488 3.2651 3.2577 3.2517 3.2716 0.0254 3.2601
Guiding marker 3.4030 3.3904 3.4026 3.3971 3.3926 3.4074 0.0189 3.3988
Safety facility 3.5746  3.5676 3.5743 3.5712 3.5688 3.5771 0.0105 3.5723
The degree of information 2.7190 2.6948 2.7182 27076 2.6990 2.7274 0.0364 2.711
Convenience degree 3.5057 3.4972 3.5054 3.5016 3.4986 3.5088 0.0129 3.5029
Scenic routing arrangement 3.4377  3.4251  3.4373  3.4317 3.4273 3.4421 0.0189 3.4335
Transportation price 2.0193 19784 2.0179 2.0000 1.9855 2.0334 0.0613 2.0058
Tourist complaint 2.2805  2.2530 2.2883 2.2723 2.2594 23021 0.0548 22775
Interpreting service 3.6690 3.6561 3.6686 3.6629 3.6583 3.6735 0.0194 3.6647
Ticketing service 2.6233  2.5912  2.6223 2.6082 25968 2.6344 0.0481 2.6127
Consulting service 3.0025 29776 3.0016 2.9907 2.9819 3.0111 0.0374 2.9942
Restaurant feature 2.8056  2.7816 2.8048 2.7944 27858 28137 0.0359 2.7977
Dining convenience 2.9833 2.9638 2.9827 29742 29672 2.9900 0.0292 2.9769
Food hygiene 2.8401 2.8166 2.8393 2.8291 2.8208 2.8481 0.0351 2.8324
Meal price 2.5886 2.5565 2.5876 2.5736 2.5622 25995 0.0479 2.578
Accommodation hygiene 2.7596  2.7348 2.7588 2.7480 2.7392 27680 0.0370 2.7514
Accommodation comfort 2.8096 2.7911 2.8090 2.8009 2.7943 2.8159 0.0276 2.8035
Accommodation price 2.2418 2.2097 2.2408 2.2268 2.2153 2.2528 0.0481 2.2312
Types of projects 23625 2.3325 23615 23485 23378 23727 0.0448 2.3526
Entertainment 2.6272  2.6009 2.6263 2.6149 2.6055 2.6361 0.0393 2.6185
Security 2.6686 2.6394 2.6676 2.6550 2.6445 2.6785 0.0436 2.659
Entertainment price 2.2703 2.2394 2.2693 2.2559 2.2448 22808 0.0462 2.2601
Types of goods 2.9245 29081 2.9239 29168 29110 29301 0.0245 2.9191
Shopping environment 3.0153 3.0040 3.0149 3.0100 3.0060 3.0192 0.0169 3.0116
Shopping feature 2.8805  2.8740 2.8890 2.8822 2.8767 2.8949 0.0232 2.8844
Shopping price 2.7811 2.7614 2.7804 2.7718 2.7648 27878 0.0295 2.7746
OEV 27717

4. Conclusions

A new evaluation method based on fuzzy clustering is proposed and an empirical research
is done in the survey of tourist satisfaction in the Yangtze three gorges scenic in China. In this
paper, the fuzzy ¢ mean algorithm (Algorithm 1) is introduced to divide the evaluation sample

Y ={y1,42.-- »¥m} into C groups Y1 Y2:"+ Yo and get the partition matrix U as well as
the clustering prototype V. The partition matrix U = (ugi)exm is taken to generate the

groups' weight by considering the vote model [19]. The clustering prototype Vo= (vkj)exn jg
taken as the group evaluation information. In this case, standard deviation method proposed
by Diakoulaki, et al., [17] is taken to generate the attributes' weight. Furthermore, the
weighted arithmetic mean (WAA) [18] operator is taken to aggregate the attribute evaluation
value (AEV) and the overall evaluation value (OEV). Finally, an empirical research is done to
investigate the tourist satisfaction in the Yangtze three gorges scenic by the new proposed
method. The result shows that the overall evaluation value is below the general level. Many
attributes are urgent to be improved in order to reverse the tourist satisfaction situation, such
as Ticket price, The degree of information, Transportation price, Tourist complaint, Ticketing
service, Consulting service, Restaurant feature, Dining convenience, Food hygiene, Meal
price, Accommodation hygiene, Accommodation comfort, Accommodation price, Types of
projects, Entertainment, Security, Entertainment price, Types of goods, Shopping feature,
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Shopping price and so on.
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