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Abstract 

In recent years, the world tourism is developing rapidly. The world tourism firstly hit 1 

billion in 2012. Along with the tourism booming, complaint cases are growing and tourists' 

satisfaction degree is dropping. In this case, to ensure the interests of tourists and keep 

sustainable development of tourism, the tourists' satisfaction should be evaluated and the 

Scenic should be improved based on the evaluation result. In this paper, a new tourist 

satisfaction evaluation method is proposed based on fuzzy clustering. Firstly, the large scale 

evaluation data is divided to  parts by the fuzzy clustering method. Then, each center of the 

 parts is chosen to evaluate the tourist satisfaction. The new evaluation method is different 

from the traditional methods. It can effectively cut the evaluation scale. Finally, the tourist 

satisfaction of Three Gorges Scenic is studied to interpret the new evaluation method. 

 

Keywords: satisfaction evaluation, FCM algorithm, WAA 
 

1. Introduction 

According to a report released by World Tourism Organization, global tourist arrivals 

reached 1 billion in 2012, and increased 4% over the last year under the world economic 

downturn. It is expected to remain a growth of 3% to 4% in 2013. The World Tourism 

Organization estimated that by 2020 the global tourist arrivals would keep an average annual 

growth of 3.8% and would reach 1.8 billion in 2030 [1]. While the tourism is booming, 

tourists' satisfaction is reduced. The tourists' complaint cases are growing rapidly. Take China 

for example, the accepted cases increased 35.6%, from 11060 [2] in 2011 to 15000 in 2012 

[3]. Obviously, to guarantee the interests of tourists and keep sustainable development of 

tourism, it is urgent to evaluate the tourist satisfaction and improve the service in Scenic. 

In recent years, many experts and scholars have studied the tourist satisfaction, and 

adopted a variety of evaluation methods. The tourist satisfaction evaluation method can be 

divided into two categories: qualitative and quantitative. Qualitative evaluation methods 

mainly include the commonly used expert method [4], experiential evaluation and aesthetic 

quality [5], cognitive-affective mode [6]. Quantitative evaluation methods mainly include the 

analytic hierarchy process [7], fuzzy comprehensive evaluation method [8], grey correlation 

analysis method [9], tourists' satisfaction index (TSI) evaluation model [10], IPA analysis 

method [11] triangle fuzzy number of evaluation [12], HOLSAT model [13]. The existing 

literatures analysis the questionnaire data by the way of analyzing the reliability, completing 

the incomplete data by the mean of the corresponding attributes and aggregating the 

evaluation information by arithmetic mean operator. However, different attribute may take 

different importance in satisfaction evaluation. In this paper, a new evaluation method based 

on the fuzzy clustering will be introduced, which takes the different attribute weights and 

different group weights in the aggregation. This paper is organized as follows. In section 2, a 

new evaluation method based on the Fuzzy C mean algorithm is introduced. An empirical 

research is done in section 3 to assess the tourist satisfaction in the Yangtze three gorges 

scenic. This paper is concluded in Section 4. 
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2. A New Evaluation Method based on the Fuzzy C Mean Algorithm 

In a multi-attribute evaluation problem, let 
},,,{ 21 naaaA 

 be the set of n attributes, 

},,,{ 21 meeeE 
 be the set of m evaluators, },,2,1{ mI   be the index set and 

},,2,1{ nJ  be the index set. Each evaluator ie
 assesses each attribute ja

in A and 

provides his/her evaluation information ijy
in }5,4,3,2,1{  where 1 means the attribute is very 

bad, 2 means the attribute is bad, 3 means the attribute is general, 4 means the attribute is 

good and 5 means the attribute is very good. All evaluators' assess information composes the 

evaluation matrix nmijyY  )(
. 
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2.1. Cluster the Evaluation Information by Fuzzy C Mean Algorithm 

Fuzzy C means algorithm is a partitioned clustering method. In literature [14],  it 

introduces the concept of hard C partition and then introduces fuzzy C partition by extending 

the membership functions between samples and the class. In the following part, we will 

review fuzzy C mean algorithm introduced in literature [14]. 

Suppose 1 2
{ , , , }
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Y y y y

 is a sample space, where
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We say 1 2
, , ,

c
Y Y Y

 is hard C partition of Y . 

Suppose 

                (2) 

is the hard C partition matrix of Y, where 
),)(( KkIiyu iYk


indicates the subordinate 

relations between sample 
)( Iiyi 

and subset 
)( KkYk 

. It is obviously that
}1,0{kiu

,  

1kiu
means that iy

 only belongs to subset h
Y

while 
0kiu

means that k
y

does not 

belong to subset h
Y

. 

Definition 1 [14] Suppose
mcR 

 is a c m real matrix space. Consider the sample data 

set 1 2
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and integer
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, then the hard C partition matrix of Y is : 
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In fact, A sample is not always belongs to a particular class, it may also belong to other 
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classes. Therefore, literature [15] extend subordinate relations between the samples and the 

class of hard C partition and obtain fuzzy C partition space.  

Definition 2 [14, 15]   suppose
c m

A


represents c m order real matrix space in the real 

number field. Consider the sample data set 1 2
{ , , , }

m
Y y y y

and integer (2 )c c m  , then 

the fuzzy C partition space of Y is: 
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Suppose 1 2
{ , , , }

c
V v v v

 is the clustering prototype of
)( KkYk 

, in which 

)( KkRv n

k 
.According to literature [14] and literature [15], we can solve the 

optimization model: 
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where s is parameter controls the fuzzy degree of membership function 
)( iYki yuu

k


. It is 

usually set to 2. The problem can be solved by the Lagrange Multiplier Method, the results 

are as follows. 
 

              (5) 

                            (6) 

Algorithm 1 [15]
 

Input: 1 2
{ , , , }

m
Y y y y

, the clustering number parameter 
(2 )c c m 

,parameter 
s and the termination threshold  . 

Output:The partition matrix U and the clustering prototype V. 

Step1: Input 1 2
{ , , , }

m
Y y y y

, the clustering number parameter 
(2 )c c m 

,parameter 
s and the termination threshold  . 

Step2: Initialize partition matrix mckiuU  )( )0()0(

randomly and 
(0)

U  satisfies equation 

(3).Set the initialized loopcounter 0t  . 

Step3:  Update the clustering prototype 
( ) ( ) ( )

1 2
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                         (7) 

Step4: Update partition matrix
1( 1) ( )

( )
t t

hk c m
U u

 
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by 

    (8) 

Step5: If 

( ) ( 1)t t
U U 


 

, then output the partition matrix U and the clustering 

prototypeV and stop. Otherwise, let 1t t  and go to Step3. 
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By Algorithm 1, the evaluation information 
T

myyyY ),,,( 21 
 provided by all 

evaluators is divided to C groups cYYY ,,, 21 
, whose clustering prototype is cvvv ,,, 21 

. 

Each clustering prototype kv
stands for the group kY

. In this way, all the evaluation 

information can be simplified to the group evaluation information nckjvV  )(
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2.2. Generate the Groups' Weight and Attributes' Weight 

To aggregate all the group evaluation information in Eq.(9), two kinds of weights should 

be generated. The first one is the weight 
Tc

YW ),,,( 21   of C group, where 

1
1

 

c

k

k
and 0k . Another is the weight 

T

nAW ),,,( 21  
of n attributes, 

where 
1

1
 

n

j

j
and 0j .In the following part, we will generate the two kinds of 

weights. 

  Generate the groups' weight 

In the groups' weight 
Tc

YW ),,,( 21  
, the number of 

k  stands for the 

importance of the group kY
. From Algorithm 1, the partition matrix mchiuU  )(

 will be 

output: 

                    (10) 

where 
),)(( KkIiyuu iYki k


 indicates the degree of sample 

)( Iiyi 
belonging to 

group 
( )

k
Y k K

. Considering a vote model, kiu
 can be regarded as the turnout that 

)( Iiyi 
 vote group 

( )
k

Y k K
. Taking the idea of Lijphart[16] that higher turnout rates 

reflects greater representation of the entire populace, the weight 
k  of group k

Y
 can be 

calculated by the turnout rates that 

Kk
n

u
n

i kik 
  ,1 .                         (11) 

 Generate the attributes' weight 

Generating the attributes' weight is a hot topic in multi-attribute decision making, there are 

several methods to generate the attributes' weight. All these methods can be divided to three 

classes: subjectively weight method (Least Square method, Delphi method, Analytic 

Hierarchy Process (AHP) method, Binomial Coefficient method), objectively weight 

method(Principal Component Analysis (PCA), Entropy method, Multi-objective 

programming method, Standard Deviation method) and combination weight method. In this 
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paper, an objectively weight method proposed by Diakoulaki, et al., [17] will be taken to 

generate the attributes' weight.  nckivV  )(
 is the evaluation matrix and 

T

nAW ),,,( 21  
is the weight vector of attributes. Then the weight of the $i$th 

attribute can be calculated by 

Ii
n
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 is the standard deviation of ith attribute evaluation 

data among the evaluation matrix. 

The group weight 
Tc

YW ),,,( 21    and the attribute weight 
T

nAW ),,,( 21  
 can be calculated by Eq.(11) and Eq.(12) respectively. Based on the 

group weight and attribute weight, an aggregating method will be introduced in the next part. 
 

2.3. Aggregate the Evaluation Information 

Many authors' have made some efforts on the aggregating method. For example, the 

arithmetic mean, the weighted arithmetic mean, the quadratic mean and the harmonic mean is 

firstly proposed as a kind of aggregating method [18]. Furthermore, Yager [19] proposed the 

ordered weighted averaging (OWA) operator in 1988. Then, the OWA operator is extended to 

different kinds of aggregating operators in different study environments, such as the ordered 

weighted geometric averaging (OWGA) operator[20,21], the linguistic weighted ordered 

weighted averaging (LOWA) operator [22, 23], the linguistic ordered weighted geometric 

averaging (LOWGA) operator [24], the induced ordered weighted averaging (IOWA) 

operators [25], the induced ordered weighted geometric averaging (IOWGA) operators[26], 

the weighted ordered weighted averaging (WOWA) operator [27], the generalized weighted 

ordered weighted averaging(GOWA) operator [28], the induced generalized ordered weighted 

averaging (IGOWA) operator [29], the uncertain induced heavy ordered weighted averaging 

(UIHOWA) operator [30], the induced ordered weighted averaging weighted average 

(IOWAWA) operator [31], the induced linguistic generalized ordered weighted 

averaging(ILGOWA) operator [32], the linguistic generalized ordered weighted averaging 

(LGOWA) operator [33], the continuous generalized ordered weighted averaging (C-GOWA) 

operator [34], the uncertain generalized ordered weighted averaging (UGOWA) operator [35], 

the generalized power ordered weighted average (GPOWA) operator and the linguistic 

generalized power ordered weighted average (LGPOWA) operator [36], the induced uncertain 

linguistic ordered weighted averaging (IULOWA) operator [37], a dependent uncertain 

ordered weighed aggregation (DUOWA) operator[38]. 

In this paper, considering the different weights of attributes, the weighted arithmetic mean 

method[18] is taken to aggregate the information in different attributes. 

Definition 3 Suppose WAA: nR R and 

T

nW ),,,( 21  
 is the weight vector of data 

set 
T

n ),,,( 21  
. Then, 

T

n ),,,( 21  
can be aggregated by 

1 2

1

WAA ( , ,..., )
n

w n j j

j

w   



,                      (9) 

which is called the weighted arithmetic mean(WAA) operator. 

Based on the aggregating operator in Definition 3, there are two stages to aggregate the 

group evaluation information in nckivV  )(
. 

 Aggregate the groups' evaluation information in each attribute 
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nckivV  )(
is the group evaluation information matrix, where kiv

 indicates the evaluation 

information of ja
evaluated by group kY

. 
Tc

YW ),,,( 21   is the group weight 

vector, where
k  indicates the importance of the kth group . Suppose 

T

naevaevaevAEV ),,,( 21 
 is the attribute evaluation value(AEV) vector. By Definition 

3, the group evaluation information can be aggregated to the AEV that 





c

k

k

kjj Jjvaev
1

, .                              (14) 

With Eq.(14), the attribute evaluation value (AEV) vector 
T

naevaevaevAEV ),,,( 21   

can be calculated, and the AEV will be aggregated in the next part. 

 Aggregate the attribute evaluation information 
T

naevaevaevAEV ),,,( 21 
 is the attribute evaluation value(AEV) vector, where 

jaev
indicates the evaluation value of the jth attribute ja

. 
T

nW ),,,( 21  
 is the attribute weight vector, where j

indicates the importance 

of the jth attribute ja
. By Definition 3, the overall evaluation value(OEV) can be generated 

by 

j

n

j

jaevOEV 
1

.                     (15) 

 

2.4. The Evaluation Process 

Based on the discussion above, the evaluation process can be summarized as follows. 

Step 1: Pretreat the evaluation information and get the evaluation matrix 

nmij

T

m yyyyY  )(),,,( 21 
. 

Step 2: Divide the evaluation information 
T

myyyY ),,,( 21 
 into C groups 

cYYY ,,, 21 
 by Algorithm 1 and get the partition matrix U and the group evaluation 

information matrix V. 

Step 3: Generate the groups' weight 
Tc

YW ),,,( 21    by Eq.(11), according to the 

partition matrix U. And generate the attributes' weight 
T

nAW ),,,( 21  
 by Eq.(12). 

Step 4: Aggregate the attribute evaluation value (AEV) 

vector
T

naevaevaevAEV ),,,( 21 
 by Eq.(14). And aggregate the overall evaluation value 

(OEV) by Eq.(15). 

Step 5: Make some advice according to the overall evaluation value (OEV) and the 

attribute evaluation value (AEV). 

An empirical research will be introduced in the next part to interpret the evaluation 

process. 
 

3. A Tourist Satisfaction Empirical Research 

A tourist satisfaction survey is taken in the Yangtze three gorges scenic in China, which is 

named as the key scenic spot in 1982 by the State Council of China. It consists of 

fengjie-treasure, qutang gorge, wu gorge, shennv creek, small three gorges, dacang town, 

wuxi temple gorge, natural ecological cultivation area, zhongxian marvel, video mountains, 

fulling built, and so on. According to the characters of the Yangtze three gorges scenic, we 
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designed a satisfaction questionnaire with the corresponding relationships between scoring 

value and satisfaction in this questionnaire is as follows: 1 - very dissatisfied, 2 - dissatisfied, 

3 - general , 4 - satisfied, 5 - very satisfied. And 200 tourists were randomly selected in this 

scenic taking the query-answer mode. Then we got the 200 tourists' satisfaction evaluation 

information. 

Now, we can complete the satisfaction evaluation as the evaluation process shown above. 

Step 1: Pretreat the evaluation information. 

Remove some questionnaires whose integrity is less than 60%. There are 173 

questionnaires left. Then, complete the deformity data by the average mean of the evaluation 

information of the corresponding attribute and get the evaluation sample information 

. 

Step 2: Divide the evaluation information  into 6 groups 

 by Algorithm 1. 

According to the Algorithm 1. 

Input: , the clustering parameter c=6, parameter s=2 and the 

termination threshold . 

Output: The partition matrix  and the group evaluation information 

 (Table 1). 

Step 3: Generate the groups' weight  by Eq.(11) (Table 1), 

according to the partition matrix U. And generate the attributes' weight 

 by Eq.(12) (Table 1). 

Step 4: Aggregate the attribute evaluation value (AEV) vector 

 by Eq.(14)(Table 1). And aggregate the overall evaluation 

value (OEV) by Eq.(15)(Table 1). 

Step 5: Make some advice according to the overall evaluation value (OEV) and the 

attribute evaluation value (AEV). 

As can be seen from Table 1, the overall evaluation value (OEV) is 2.7746, which is below 

the general level. It shows that tourists are not satisfied with this scenic. There are many 

attributes need to be improved. From the attribute evaluation value (AEV) in Table 1, we can 

see that only Natural scenery is above the satisfaction level. Almost a half indicators are in a 

general to satisfied level, which need to be further improved, such as Historical and cultural 

heritage, Passenger flow moderate degree, Local residents enthusiasm degree, Environmental 

sanitation, Trash, Public toilets, Public resting facility, Guiding marker, Safety facility, 

Convenience degree, Scenic routing arrangement, Interpreting service, Shopping environment 

A big half indicators are in a dissatisfied to general level, which should be improved urgently, 

such as Ticket price, The degree of information, Transportation price, Tourist complaint, 

Ticketing service, Consulting service, Restaurant feature, Dining convenience, Food hygiene, 

Meal price, Accommodation hygiene, Accommodation comfort, Accommodation price, Types 

of projects, Entertainment, Security, Entertainment price, Types of goods, Shopping feature, 

Shopping price. Improvement of these indicators will effectively increase the overall 

satisfaction of the scenic. 
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Table 1. The Attribute Evaluation Value and the Overall Evaluation Value 

 

 

4. Conclusions 

A new evaluation method based on fuzzy clustering is proposed and an empirical research 

is done in the survey of tourist satisfaction in the Yangtze three gorges scenic in China. In this 

paper, the fuzzy c mean algorithm (Algorithm 1) is introduced to divide the evaluation sample 

 into C groups  and get the partition matrix U as well as 

the clustering prototype V. The partition matrix  is taken to generate the 

groups' weight by considering the vote model [19]. The clustering prototype  is 

taken as the group evaluation information. In this case, standard deviation method proposed 

by Diakoulaki, et al., [17] is taken to generate the attributes' weight. Furthermore, the 

weighted arithmetic mean (WAA) [18] operator is taken to aggregate the attribute evaluation 

value (AEV) and the overall evaluation value (OEV). Finally, an empirical research is done to 

investigate the tourist satisfaction in the Yangtze three gorges scenic by the new proposed 

method. The result shows that the overall evaluation value is below the general level. Many 

attributes are urgent to be improved in order to reverse the tourist satisfaction situation, such 

as Ticket price, The degree of information, Transportation price, Tourist complaint, Ticketing 

service, Consulting service, Restaurant feature, Dining convenience, Food hygiene, Meal 

price, Accommodation hygiene, Accommodation comfort, Accommodation price, Types of 

projects, Entertainment, Security, Entertainment price, Types of goods, Shopping feature, 



International Journal of u- and e- Service, Science and Technology 

Vol.8, No. 9 (2015) 

 

 

Copyright ⓒ 2015 SERSC  39 

Shopping price and so on. 
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