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Abstract

Traffic bottlenecks are a major source of highway user delay. Therefore, identifying bottlenecks and estimating their impacts is critical for making effective and efficient congestion management decisions. While traditional automated traffic recorders (ATR) provide valuable measurements of traffic flow characteristics, their network coverage is inherently limited. However, increased percentages of vehicles and travelers equipped with global positioning systems (GPS) have enabled transportation analysts to collect continuous and widespread speed and travel time information from probe vehicles, thus allowing for comprehensive monitoring and analysis of the highway network. This paper presents the development and sample application of novel online bottleneck analysis and visualization tool to assist transportation professionals in identifying bottlenecks, and understanding their impacts using innovative data visualizations based on vehicle probe data analysis. The interactive visualizations include 1) maps illustrating the segments impacted by a given bottleneck(s), 2) timelines displaying the evolution of congestion over one or multiple days, as well as incidents occurring during congestion, 3) charts showing the spatial and temporal impacts of a given bottleneck, and 4) tables summarizing the impacts and rankings of each bottleneck. These visualizations can be used to provide both planning and operational congestion management decision support.
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1. Background and Objectives

Traffic bottlenecks plague many of the world’s urban areas and are a major source of delay, wasted fuel [1], secondary crashes [2], and increased emissions [3]. With limited resources for congestion mitigation, highway agencies must strategically allocate funds to bottlenecks susceptible to improvement by engineering intervention.

State-of-practice is for transportation analysts to run traffic simulation models or to use engineering judgment to allocate limited resources for congestion mitigation. Simulation takes significant time and effort from highly trained experts to calibrate each bottleneck location to ensure realistic representation of real-world conditions. On the other hand, engineering judgment is subject to potential observational biases regarding which bottlenecks are more severe than others.

To address this issue, we developed an intuitive web-based tool for identifying, analyzing, comparing and visualizing traffic bottlenecks using real-time vehicle probe data. This tool is part of an existing University of Maryland online-suite of probe data tools called the Probe Data Analytics (PDA) Suite that is part of the Regional Integrated Transportation Information System (RITIS). The tool allows real-time analysis as well as retrospective analysis to identify and rank bottlenecks for a user-defined region and time period. When this data is combined with additional data sources such as event/incident
records, traffic signal plans, highway work zone information and weather data, transportation analyst can discover the underlying causes of congestion at each bottleneck location. Such information can be used for traffic operations management and to inform long term transportation investment decisions based on real-world data.

The remainder of the paper is organized as follows. Section 2 summarizes existing studies on bottleneck identification and ranking as well as recent studies on traffic data visualization. Section 3 gives a brief introduction to the proposed web-based bottleneck ranking and visualization tool. Section 4 illustrates the application of the tool using a real-world example. The final section highlights the contributions of this work and defines future research paths.

2. Related Work

2.1. Bottleneck Identification and Ranking

The first step in any highway congestion mitigation study is to identify when and where traffic bottlenecks occur. While there are varying definitions of what constitutes a bottleneck [4-8], we focus on studies that have been conducted to identify, quantify, and visualize traffic bottlenecks. Lund et al. [8] developed a vehicle probe based algorithm to estimate the relative impacts of bottleneck for the purpose of bottleneck ranking. Ban et al., [9] proposed a bottleneck identification method based on binary speed contour maps (BSCM) and a three step method for bottleneck calibration in traffic simulation software. The related study by Hale et al., [10] developed methods for identifying and quantifying traffic bottlenecks using estimated vehicle hours of delay and assessed low cost solutions for congestion mitigation. Their research created congestion and bottleneck identification (CBI) software to identify and rank bottlenecks based on newly developed data visualizations called the annual reliability matrix (ARM). In addition, several new performance metrics were created to assess the intensity, variability, speed drop, throughput, and unavoidable proportions of delay.

Yet another tool for identifying congestion was developed by Wang et al., [11] that used vehicle trajectory data to find congested roadway segments in a complex urban network. Next, the work of Chen at al. [12] built on the work of Zhang and Levinson [13] to identify bottleneck locations, durations, and cause based on data from adjacent loop detectors. The algorithm was able to identify 160 bottlenecks on freeways near San Diego and by provided guidance on identifying high priority bottlenecks by estimating delay. Studies such as Liu et al., [14] and Ferreira et al., [15] utilized trajectory data from taxi traces to discover areas of high congestion. Finally, the work led by Zhang [16, 17] evaluated bottleneck areas under evacuation events.

2.2. Visualization of Bottlenecks and Congestion

Building on studies for identifying and quantifying traffic bottlenecks, several studies have been dedicated to developing visualizations of congestions. Tominski et al., [18] developed a three-dimensional display to visualize the temporal component of traffic evolution. Using this method, time dependent vehicle trajectories were plotted about a two-dimensional network map to illustrate the spatio-temporal relationship of vehicular movements and the evolution of congestion. Guo et al., [19] developed visualizations for spatial, temporal, and multi-dimensional views of traffic data at intersections. Wibisono et al., [20] developed roadway performance maps and charts for several highways in the United Kingdom. Finally, several studies by led by G. Andrienko and N. Andrienko [21, 22] developed novel visualizations for identifying congested roadway segments using spatial and temporal abstraction techniques.
3. Overview of the Bottleneck Ranking and Visualization Tool

Despite the contributions presented in the literature section, there is a need to develop a practice ready bottleneck identification and ranking tool that integrates comprehensive bottleneck identification and quantification techniques with modern data visualization methods. To meet this need, we designed, developed and deployed a web-based tool for querying probe data for the purpose of identifying, ranking and visualizing traffic bottlenecks. The tool is comprised of three main components which are described below and are illustrated in section four:

1. Data query interface,
2. Bottleneck identification and ranking algorithm, and
3. Bottleneck visualization interface

The data query interface allows users to select the road segments of interest as well as the analysis period. Users can select roads segments of interest or spatial clusters of roads within a geographic region. Users can also apply filters such as travel direction, road classification (such as interstates, US routes, frontage roads, etc.), and zip codes. In addition, the tool allows users to save selected segments for future use. Next, the user can choose a data source. The data sources include several vehicle probe data providers including INRIX, TomTom, and HERE. For each data source, the traffic data is reported for a corresponding traffic message channel (TMC) network that varies for each data provider. For visual confirmation of the query, a map of the selected segments is displayed on a map. Figure 1 displays the data query interface design while Figure 2 presents the associated map of queried segments.

![Figure 1. Data Query Interface](image-url)
Next, the queried data is sent to the bottleneck identification and ranking algorithm. While the details of the algorithm are described in details in Lund et al., [8], we include a brief summary. The bottleneck identification process is based on discovering segments with observed speed less than or equal to 60 percent of the reference speed (free-flow speed is often used as the reference speed). Once identified, the algorithm calculates an impact factor based on the results queue length. These procedures are iterated at each data feed update time period (1-3 minutes depending on data provider). To account for the complex evolution of congestion, the algorithm considers the merging and separation of queues from multiple bottlenecks along a heavily congested corridor. To do so, the algorithm defines three critical parameters:

- **Occurrence** - Congestion, whose head is at a given point on the road at a single point in time
- **Element** - Congestion, whose head is at a given point on the road, that can change in length over time
- **Blob** - a collection of spatially and temporally adjacent congestion elements

These three parameters allow for tracking of congestion throughout the entire analysis period to facilitate the accurate estimation of each bottleneck’s impact. The general logic of the bottleneck identification and ranking algorithm is conceptualized in Figure 3 while the detailed description of the algorithm can be found in Lund et al., [8].

![Figure 2. Road Segments Selected using the Query Interface](image)

![Figure 3. Bottleneck Identification and Ranking Algorithm Process](image)
Finally, the results of the bottleneck identification and ranking algorithm are passed to the visualization component of the tool. A bottleneck table provides a ranked list of bottlenecks. Analysts can select a bottleneck and review its characteristics using a bottleneck map, a spiral graph, two types of timelines, or an element chart. A screenshot of the visualization component within the PDA Suite is presented in Figure 4. Each component will be discussed in detail in the following section on the sample application. Results and all visualizations can be exported for use in reports and presentations.

**Figure 4. Visualization of Bottlenecks in the PDA Suit**

### 4. Sample Application of the Bottleneck Ranking and Visualization Tool

To illustrate the use of the bottleneck ranking and visualization tool, a real-world application is presented. In this application, all interstates in the state of Maryland were analyzed for the month of January 2017 using data from INRIX (see Figures 1 and 2). The remainder of this section will describe and interpret the visualization outputs from the tool.

Upon submitting the bottleneck ranking query, the data is processed in the identification and ranking algorithm and the result is sent to the visualization component. Here, users can inspect the exhaustive list of bottlenecks that occurred under the query parameters. Within the bottleneck ranking table (Figure 5), several metrics are provided to summarize the severity, frequency, duration, number of reported events (such as crashes, roadwork, broken down vehicles, etc.) and overall impact of each bottleneck.

**Figure 5. Bottleneck Ranking Table**
As shown in Figure 5, this query analyzed 1,185 TMCs with 624 locations experiencing bottleneck conditions, all of which are presented in the bottleneck ranking table. By default the table is sorted by impact, but other metrics can be used to reorder the table. The top ranked interstate bottleneck in Maryland for January of 2017 was on the Inner Loop (clockwise direction) of I-495 at the spur of the I-270 interchange. At this location, the average maximum queue length was 4.2 miles, with an average daily duration of 2.0 hours. As a result, the total duration of this bottleneck was 2 days, 14 hours and 29 minutes while experiencing 53 reported events. To better illustrate all the features of the interface we use the bottleneck at the Inner Loop of I-495 at the spur of the I-270 interchange as an example to illustrate the additional bottleneck visualizations including the bottleneck map, timeline, time spiral, and elements graph.

Figure 6 shows the bottleneck map. On the map, several metrics are displayed. First, the blue circle with “1” represents the location of the head of the top ranked bottleneck. While it is possible to plot multiple bottlenecks, this function is not discussed here. The red diamond with “53” indicates the total number of events (e.g. incidents) that occurred while the bottleneck was active, during the entire analysis period. Yellow and red diamonds are placed at the locations of the aforementioned events. Diamonds with green plus signs represent a cluster of events that can be revealed with a mouse click and displayed in a window showing the list of all events within a given area (Figure 6). Red diamonds indicate events that involved injuries while yellow diamonds represent events with no injuries. Orange diamonds are used to represent maintenance operations, such as work zones. Users can see additional details on each event by clicking on the event of interest. This action opens another tool of the PDA Suite that displays a detailed incident response timeline. Finally, the map shows the upstream TMC segments that were included in the bottleneck at any time during the analysis period. As each cluster of congested segments (i.e. element) adds another layer on the map, road segments become more opaque. Segments closest to the head become the most opaque as they are more frequently affected by congestion at the selected location.

Similar to the events icons, users can learn more about each segment within the queue by hovering the mouse on the segment of interest. Here, a summary of the number of days that the target segment was affected is shown in a pop-out text box (Figure 6).

![Figure 6. Bottleneck Map](image_url)
The next visualizations are the bottleneck timeline and time spiral. These visualizations for Inner Loop of I-495 at the spur of the I-270 interchange is shown in Figure 7 and 8, respectively. In the timeline (Figure 7), the hour of the day is shown on the x-axis while the y-axis shows all the days in the analysis period, the queue length for each bottleneck activation period is shown as a colored bar during the associated date and time period. The various colors of the bar represent binned queue lengths (in miles) as described on the legend. Similar to the bottleneck map, the timeline shows events as various colored diamonds. Here, the duration of each event is shown by a line protruding from the diamond. To gain further details on any of the items within the display, including events and bottlenecks, the user can hover the mouse over the item of interest.

Both the timeline and time spiral can be used to identify the general nature of congestion at the bottleneck location, and how events may have affected the bottleneck. For example, Figure 7 shows that an incident (with injuries involved) occurred on Friday January 13, 2017 at 10:52AM and was cleared at 11:14AM (a duration of 22 minutes) While this event occurred during off-peak hours, a bottleneck formed and grew to over two miles long. We can also see a pattern of recurrent congestion during the PM peak hours of 4-7PM for every weekday. Users can hover over any of the bottleneck queues to gather more information such as bottleneck duration, maximum queue length, and impact factor. The bottleneck shown in Figure 8 had a duration of 3 hours and 34 minutes, a maximum queue length of 7.7 miles, and an impact factor of 1,381. While this location experienced 53 events, few occurred during the peak period. An overwhelming majority of the bottleneck activations for this location were caused by re-current congestion, not by events.

The time spiral (Figure 8) is similar to the time line but displays events and bottlenecks on a circular ring based plot. Each concentric ring represents a day and the radii depict an hour of the day. Here, January 1, 2017 is at the center ring and February 1, 2017 is at the outer ring.
The fourth and final bottleneck visualization is the elements graph displayed in Figure 9, which was designed and revised in response to users’ feedback and suggestions. This comprehensive visualization allows users to see congestion patterns at multiple spatial and temporal levels derived from the work of Shneiderman et al., [23], Bach et al., [24], and Andrienko and Andrienko [25]. The elements graph uses a graphic traffic flow representation of the queued segments associated within the bottleneck (i.e., elements) on the y-axis and the time of day on the x-axis. The displayed data is aggregated over all days in the analysis period. The y-axis also presents the independent rank of any bottleneck location that falls within the queue (orange circles) of the bottleneck being analyzed (blue circle). The more opaque orange bands indicate more days of congestion. In addition, the graph at the top of the element graph displays the average queue length for each hour of the day while a graph on the right of the element graph shows total hours of congestion for each segment within the queue. Similar to the previous visualizations, more details can be obtained by hovering the mouse over the location and time of interest. As shown in Figure 9, the selected segment approaching the Cabin John Parkway/Exit 40 was congested 17 out of 31 days at 4:54PM. It is worth noting that the segment with the highest number of congested hours occurred in the middle of the queue. One would generally expect the head of the bottleneck to have the most hours of congestion. This observation can be explained by the proximity of the fourth ranked interstate bottleneck in the state of Maryland for January 2017, located approximately three miles upstream of top ranked bottleneck at the Inner Loop of I-495 at the spur of the I-270 interchange. Here, the total number of congested hours is increased by the periods in which this segment was an independent bottleneck. Traditional bottleneck visualizations would likely have not captured this complex congestion pattern.
5. Conclusions and Future Work

This paper has presented a novel web-based traffic bottleneck analysis interface that marries rigorous traffic engineering principles with state-of-the-art data visualization. The end product provides transportation analyst and decision makers with a powerful tool to identify, quantify, rank, and visualize traffic bottlenecks. To illustrate the application of the bottleneck analysis and ranking tool, a real-world example was presented. The resulting visualizations were used to discover nature of congestion at a target bottleneck including the contributions of non-recurrent congestion such as queues caused by incidents, and the contribution of re-current congestion to the overall bottleneck impact.

While the bottleneck ranking algorithm described here (and in [8]) is a recent update as well as the element graph, the basic bottleneck ranking tool has been in use by traffic professionals for several years. For example, it is used regularly by the Maryland Department of Transportation – State Highway Administration to create its Annual Maryland Mobility Report [6]. Figure 10 shows monthly usage data from January 2016 to March of 2017. On any given month, over 4,000 traffic professionals utilized this tool to analyze and visualize bottlenecks. The new visualizations have received generally positive feedback from end users.
Future research paths include improvements to the bottleneck ranking algorithm to include the cost of delay. In addition, trajectory data is now becoming available and opening new frontiers by offering trip specific data with regular waypoints. Such data can be used to enhance current bottleneck identification, analysis and visualization techniques by offering anonymous individual trip level travel patterns. This information has the potential to assist transportation analysts and decision makers in understanding traveler behaviors that contribute to congestion such as origin-destination patterns and departure times.
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