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Abstract 

This paper conducts a research on information loss of local feature existing in the 

image denoising process and puts forward the method of image sparse denoising of 

redundant dictionary based on filtering guidance. This method utilizes bias noise 

(additional noise and image errors after denoised image and the corresponding 

additional noise deviation) for image sparse expression, and extracts the feature 

information of bias noise to improve the effectiveness of de-noising. In the first place, 

based on filtering guidance, the method carries out aftertreatment to bias noise still 

existing after denoise the image. And then, the method, in the basis of this bias noise, 

designs a new dictionary training method, and obtains redundant dictionary for image 

processing through self-adaption. Finally, the method extracts featured texture from bias 

noise image based on the dictionary mentioned above. And it takes advantage of filtering 

guidance in combination with featured texture extracting information and denoising 

image to realize image restoration. According to emulated data, the performance of 

proposed algorithm should be better than the selected comparing algorithm and be 

equipped with a better visual recovery effect. 
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1. Introduction 

Currently, digital imaging technology is widely applied and of great importance, but in 

the phases of capturing and data transmission, it will be subject to interference from 

various noises, reducing the quality of transmitting image. Meanwhile, in many specific 

applications, general requirements involve in high image definition and quality. 

Therefore, studying how to achieve high-quality denoising and recovery of imager is a 

very meaningful topic, and it is an urgent need in image application industry. Traditional 

denoising programs in literatures include frequency domain filtering, median filtering and 

local filtering, but in the image denoising process, above programs will lead to the partial 

loss of local images and featured texture data, impacting restoration quality of image. 

Therefore, this paper mainly studies the generation mechanism of texture loss in popular 

denoising programs currently. It adopts dictionary training method to have a sparse 

representation of bias noise, so as to extract featured texture within the scope of image 

errors. In addition, this paper also designs the Method Noise based Sparse Representation 

for image denoising algorithm (MNSR). The program, first of all, obtains bias noise of 

image denoising based on filtering guidance, followed by training the dictionary to 

achieve obtain redundant dictionary based on bias noise combining with the improved 

version of K-SVD. Furthermore, the program extracts texture features of image in 

combination with gained dictionaries and utilizes filtering guidance to restore the images 

of denoising and extraction results of featured texture, contributing to the achievement of 

denoising. After adopting bias noise texture features, the peak signal to noise ratio in the 

program is higher than that before improvement. At the same time, this program can 
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effectively maintain the image texture features and details, conductive to improving the 

visual effect. 

 

2. Sparse Dictionary Representation 
 

2.1. Filtering Guidance 

Supposed that the pending image is p and guidance image is I, then the outcome is q 

after the filtering guidance operation and meets the following conditions: 

k i k k k i k k k i k k k i k kb p a u b p a u b p a u b p a u         

In the formula k i k k k i k k k i k k k i k kb p a u b p a u b p a u b p a u        , k represents the position 

of pixel k  relative to the middle position in the 2D coordinates. iq  refers to the first pixel 

value of output q; ip  refers to the first pixel value of input p; iI  refers to the first pixel 

value of I. ku  refers to the mean value of window k ’s guidance image below; 
2

k  refers 

to the variance of window k ’s guidance image below; ip  refers to the mean value of 

window k ’s input image below. They can be summarized in a formula: 

1

k
i i ii

p I p
 

   

 

2.2. Dictionary Training 

As for given sample image 1=( , , ) n K

K R β β β , the aim of dictionary training is to look 

up redundant dictionary n mR D  for the purpose of obtaining sparse representation form 

of sample, 1 2=( , , , ) m K

K R Γ Γ Γ Γ , so the question is: 

2

,

00
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
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D Γ
β DΓ

Γ
                                                                                                            (1) 

The dictionary training mentioned above can be solved through MOD and K-SVD 

method. 

 

3. Sparse Denosing of Bias Noise 

The proposed method can be divided into three processes: the first one is to denoise 

image and obtain bias noise based on filtering guidance; the second one is to train 

redundant dictionary based on bias noise in combination with advanced K-SVD; the third 

one is to extract image featured texture based on obtained bias noise and use filtering 

guidance and texture features gained by image denoising for image restoration. 

 

3.1. Image Bias Noise 

If the additive noise of pending image is additive characteristic noise, its observed 

features can be described as the form of vector: 

 Y X ν                                                                                                                              (2) 

In the formula  Y X ν , parameter ν refers to white noise, whose mean value is 0 and 

variance is 2 . Y is the pending image polluted by additive noise; X is the pending image. 

Denoise image based on filtering guidance to gain image X and its corresponding bias 

noise Δ and its form can be described as: 

ˆ Y X Δ                                                                                                                              (3) 

Bias noise Δ gained through filtering guidance include texture feature H of the image. 

In the process of filtering guidance denoising image, image featured texture will be loss. 
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3.2. Redundant Dictionary Training 

Bias noise Δ gained here obtains redundant dictionary n mR D  through learning. Then it 

divides the bias noise Δ into K blocks. Image block will overlap and the size of it 

is n n . Image block can be described as 
n

k RΔ . Randomly select image blocks to train 

redundant dictionary D, representing  1 2, , LP p p p . So the issue mentioned above can 

be described as: 

2

,

00

min

. .

F

l T ls t

 


 

D Q
P DQ

q
                                                                                                             (4) 

In the (4) formula
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D Q
P DQ

q
,

 1 2, m L

L R  Q q q q
 is a sparse matrix. The 

optimized solution procedure of (4) is as follows: 

Step 1: Sparse Coding 

As for dictionary D, the solution updates its sparse matrix Q. So the optimized solution 

can be represented by sequence sparse coding form: 

2
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                                                                                                        (5) 

The Formula (5) is a traditional sparse coding form and the adopting method K-SVD is 

based on OMP program to find a solution. According to [16~17] literatures, 0L norm has a 

better effect for image sparse expression. Hereto, here we try to find a minimum solution 

to Formula (5) based on 0L  norm. 

If properly selecting parameter u , the Formula (6) can be transformed into: 

 20 2
min

l
l l l  

q
q Dq p                                                                                                      (6) 

Based on Gaussian 0L
 norm, the Formula (6) can be deduced: 

2 2

00
1

lim exp( / 2 )
n

i k

i

n


 




   x                                                                                                 (7) 

In this formula, i  refers to the element i  of vector lq , so according to 

2 2

1

( ) exp( / 2 )
n

l i

i

F  


  q  

It can be concluded that under the 0  , the issue (6) is equivalent to: 

2

, 2
min ( ) ( )

l
u l l l lL uF    

q
q q Dq p                                                                                          (8) 

In this formula, u is the relevant sparse parameter and its iteration form can be deduced 

based on steepest descent method: 

, ( )l l u lt L  q q q                                                                                                                 (9) 

In the Formula (9), t refers to step size, representing gradient in image lq : 

T

, 2
( ) 2 ( )u l l l l

u
L


   q Λq D Dq p                                                                                          (10) 

In this formula, diagonal matrix is: 

 2 2 2 2 2 2

1 2exp( / 2 ), exp( / 2 ), , exp( / 2 )ndiag         Λ  
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Select step size t and make it meet the condition: 

 , , ,( ) ( )u l u l u lL t L L    q q q                                                                                                (11) 

Step 2: update of dictionary training 

Fix the sparse matrix Q  and update the dictionary D , so the dictionary updating process 

can be described as: 

2
min

F


D
P DQ                                                                                                                   (12) 

Supposed that
j

Tq is the element in j of sparse matrix Q . If the form of dictionary 

is 1 2( , , , )mD d d d , it can be concluded that
1 2( , , , )m T

T T TQ q q q . Then the further conclusion 

is: 
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In combination with
0

0

j

j j T

j j

 E P d q

, the process of dictionary updating is: 

0

0 0

2

min j

j j T
F


D

E d q                                                                                                                (14) 

According to the Formula (14), it can be achieved to update atoms in dictionary based 

on SVD method and synchronously update its corresponding sparse coefficient, specific 

details refer to literature [2]. Based on the above process, dictionary D can be accessed. 

 

3.3. Image Denosing 

The image texture feature H extracted from self-adaption bias noise based on 

dictionary D and utilizes filtering guidance to obtain image X and texture feature H after 

denoising and then restores image. 

Extract texture features and obtain dictionary D sparse expressions in bias noise of 

image block
n

k RΔ . The formula is a sparse code and its form is: 

2
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00
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 



α
Δ Dα

α
                                                                                                     (15) 

The step obtains sparse expression kα  of image block based on the minimized solution 

by 0L norm described in the quarter 2.2, so the texture feature of image flock in bias noise 

is ˆ
k kΗ Dα . Assemble the image blocks and average filtering the overlapped areas, then 

texture features form can be deduced: 

1

ˆ ˆT T

k k k k

k k



   
    
   
 H R R R Η                                                                                                   (16) 

In the Formula (16), kR is mainly used for extracting corresponding matrix of image 

blocks in group k . So the obtained texture feature is Η̂ and denoised image gained from 

filtering guidance, then it can be concluded that: 

* ˆ ˆ X X H                                                                                                                          (17) 

Texture features mentioned above keep the algorithm’s characteristics: firstly, it can 

enhance the characteristics of two groups of elements bounded by dictionary and its 

dictionary-based optimal update form is better than advanced K-SVD and other updated 

http://dict.youdao.com/w/synchronous/
http://dict.youdao.com/w/update/
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forms; secondly, sparse coding process is coupled in dictionary update process of the two 

groups ; thirdly, dictionary training process is able to solve the non-convex problem only 

by iteration for limited times without precisely calculating the minimum point; finally, 

each time dictionary updates, there only involves a dictionary. And the dictionary is fixed, 

which can stop the pollution from other forms of structures, thus realizing the effective 

division of two groups of elements. 

 

4. Algorithm Description 
 

4.1. Procedures of Algorithm 

The method of image denoising of redundant dictionary based on extracted filtering 

guidance is specifically processed in the algorithm 1. 

 

Algorithm 1: Image sparse denoising of bias noise 

Input: additive noise interferes image Y  

Beginning: Gaussian Matrix 0
D  

Step1: denoise filtering guidance Y and obtain bias noise Δ and denoised 

image X̂  

Step2:  train redundant dictionary D based on bias noise 

(s2-1) solve the Formula (6) based on iteration (7) and update the sparse 

parameter Q  

(s2-2) solve the Formula (12) based on SVD method and update the 

dictionary D . ； 

(s2-3) carry out loop execution to (s2-1) and (s2-2) until the convergence 

Step3 restore the image based on dictionary D and X̂ . 

(s3-1) solve the Formula (13) based on norm 0L to obtain sparse 

coefficient kα . 

(s3-2) calculate
ˆ

k kΗ Dα , and combine with the Formula (14) to obtain 

texture feature Η̂  

(s3-3) obtain denoised image form *
X according to the Formula (15) 

Output: obtain the restoration image *
X  

 

Annotation: 

(1) guidance decision: denoise the noised image Y by using filtering guidance; 

(2) select parameter u : the optimization process of the Formula (13) is regarded as the 

process of optimization with several purposes 

 

4.2. Convergence Analysis 

It mainly aims at analyzing the convergence of the iteration process of the Formula (7). 

Theorem 1: the sequence that the iteration of Formula (7) optimizes the solution to 

problems tends to be convergent. 

Demonstration: according to: 

T

, ,( ) ( ) 0u l u lL L   q q  

and supposed , ( )k u lL d q
, then it can be concluded: 

T

, ( ) 0
k k kL  x d  

http://dict.youdao.com/w/algorithm/
http://dict.youdao.com/w/algorithm/
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and the gradient of kd
is descending. So it is equipped with step t and meets the 

conditions: 

   , , ,( )u l u l u lL t H L L    q q q  

Thereby, the Formula (16) obtained iterative sequence is declined. And as the 

function , ( )u lL q  has differentiable continuous features, if setting the initial value, the 

obtained iterative sequence is bounded. Overall, data series obtained from the iteration of 

the Formula (7) is convergent. Q.E.D. 

 

5. Experimental Analysis 

Contrast algorithm selects K-SVD algorithm [1]. Algorithm experiments can be 

divided into the following four groups: Experiment 1 contrasts different noises of mean 

variance to gain PSNR value resulting noise change situation; Experiment 2 carries on 

contrast from the perspective of vision; Experiment 3 contrasts the difference of algorithm 

performance under the condition of overlapped pixels; Experiment 4 contrasts algorithm 

performance differences when the number of atoms is not the same. 

Parameter setting: set the size of image block bias noise equivalent to 5 5 and 

overlapping pixels to 4. Randomly select 20,000 groups of images to train dictionary. Set 

the number of atoms in the dictionary D to 150, then 25 150R D can be concluded. Hardware 

setting: as for CPU, select quad-core 3.0GHz, for RAM, select 8Gb mainframe and for 

algorithm evaluation index, select peak signal to noise ratio (PSNR). 

Experiment 1: maintenance of texture features’ effects 

Firstly, select three legends--boat, barbara and house to have a comparison test. Table 

1, deduces PSNR value under different mean variance noise. According to data in Table 

1, under the same setting, and the results gained by MNSP image restoration program in 

this paper is superior to comparative programs. 

Table 1. Comparison of PSNR Values of Three Kinds of Denoising 
Algorithms 

  
barbara boat house 

K-SVD MNSR K-SVD MNSR K-SVD MNSR 

20 30.78 31.69 30.35 31.15 32.76 33.35 

25 29.37 30.51 29.25 30.34 32.24 32.79 

30 28.47 29.68 28.54 29.48 31.15 31.56 

50 25.36 26.43 25.89 26.65 27.89 28.38 

100 21.87 23.26 22.79 23.47 24.46 25.86 

 

Secondly, choose a remote sensing image in a place of Changping District from 2005 

to 2010. 

Through texture feature extraction and spectral feature extraction forms, people can 

vary region extraction. The original image is shown in Figure 1a, and Figure 1b, and the 

extracted image is showed in Figure 1c, and 1d, respectively. 
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(a) in 2005                      (b) in 2010 

 
(a) Changes in Extracting Texture Features      (b) Changes in Extracting Spectrum Features 

Figure 1. Texture Features’ Effects 

Figure 1, shows the contrast between texture feature extraction and spectrum feature 

extraction in a remote sensing image of a place in Changping District from 2005 to 2010. 

Its aim is to see the extraction results in change areas (such as the marked circle area in 

Figure 1c, and 1d). From the comparison results, the extraction results in change areas 

based on texture feature extraction is better than that of spectrum feature extraction, as the 

latter causes feature interference for different seasonal drops, thus there exists obvious 

wrong extraction phenomenon. 

This experiment is based on the visual denoising performance of comparison algorithm 

in three groups of remote sensing images. Select mean variance indicator as =30 . Figure 

1, shows the visual denoising performance of three groups of remote sensing images. 

According to the images in Figure 2, shows that the effect of image reconstruction of 

MNSR program designed in this paper is more detailed and more approximate to the 

original image in visual sense. 

 

 

(a)                        (b) 
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(c)                      (d) 

Figure 2. Denoising Algorithm Visual Effect [(a) Image; (b) Image Noise; (c) 
K-SVD Algorithm; (d) MNSR Algorithm] 

Experiment 2: contrast the influence of pixel overlapping quantity 

This experiment shows the image representing the influence of overlapping pixels 

quantity on denoising effect of algorithm image. Set the parameter =30 . Figure 2, shows 

the comparison condition between MNSP program when the number of overlapping 

pixels and PSNR indicator of K-SVD program. This PSNR indicator is the mean value of 

three pieces of remote sensing images in Experiment 1. According to Figure 3, as the 

number of overlapping pixels is increasing, the indicators in MNSR program and K-SVD 

program are improved and  MNSR program is always superior to K-SVD program. 

 

MNSP algorithm

K-SVD algorithm

The number of overlapping pixels
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Figure 3. The Influence of the Number of Pixels 

Experiment 3: contrast the influence of atoms in dictionary 

The comparison test lists atom quantity’s influence on the effect of denosing algorithm 

method. Set the parameter =50 and suppose the remaining stimulation settings do not 

change simulation, the variation range of atom quantity is from 100 to 1000. What listed 

in Figure 4, is the PNSR indicator comparison condition gained from dictionaries with 

different auto quantity. Similar to Experiment 2, it also selects PSNR indicators’ mean 

value in three groups of images to carry on comparison. According to the data comparison 

in Figure 3, when the number of atoms in dictionary is not less than 150, PSNR indicators 

in MNSR program have reached saturation. 
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The number of atoms in dictionary
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MNSP algorithm

K-SVD algorithm

 

Figure 4. The Influence of the Number of Atoms in a Dictionary 

6. Conclusion 

In order to solve the problem that it is difficult to maintain image details after 

denoising and inadequate protection on texture features in existing de-noising programs, 

this paper puts forward image sparse denoising program of redundant dictionary based on 

filtering guidance. Firstly, this program denoises image and obtains bias noise based on 

filtering guidance. Then it extracts texture features included in image noise based on 

dictionary training and sparse matrix representation, thus achieving the denoising quality 

improvement in details. According to comparative tests, the program proposed here has a 

more proper peak signal-to-noise ratio than comparing algorithm, and can provide better 

protection for image texture features and detail features, so as to improve the effect of 

visual denoising. 
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