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Abstract 

Subspace partition is a common method in normal MUSIC algorithm that divides the 

signal covariance matrix into signal subspace and noise subspace by eigenvalue 

decomposition. By this method, the effect of environmental noise is curbed. However, 

when the signal angle interval becomes small and the signal-noise ratio reduces, some 

certain limitations in multiple signal estimation such as loss and confusion will be 

presented, which means the normal method of estimation is unable to distinguish those 

signals we need actually. A modified MUSIC algorithm is proposed in this paper to solve 

the problem. A modified part in the spatial spectrum called weighting function is 

introduced. Some weighted operation are given to the steering vectors when the spatial 

spectrum is formed, making the most of subspaces and there eigenvalues. Some 

simulations followed are taken to discuss the performace of the modified method. Through 

the analysis we can see that, under the condition of a small signal angle interval and a 

low signal-noise ratio, the improved algorithm could achieve satisfactory result for the 

DOA estimation. 
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1. Introduction 

Multiple signal classification algorithm [1] (MUSIC) is one of the methods about 

array signal processing [2-4]. This algorithm has a good performance of signal 

estimation, for instance, a significant estimation variance which is close to the 

cramer-rao bound and a moderate computational work. Taking eigenvalue 

decomposition [5] (EVD) with the covariance matrix which is made up of array 

signals, the two subspaces called signal subspace and noise subspace are divided 

and the orthogonality between them is utilized to build the spatial spectrum which 

include the signal parameters, such as Direction of Arrival [6-7] (DOA) and location 

[8-9]. 

The classical MUSIC algorithm has certain limitations in DOA estimation 

especially in multiple signals estimation. When the several incident angles of 

signals are close, the division of subspaces appears blurred which causes a certain 

loss and confusion of signal parameters. 

To get more accurate information about target azimuth, some improvements are 

put forward. A novel weighting function W  is introduced to the MUSIC spatial 

spectrum. By some weighted operation to the steering vectors in spatial spectrum, 

the improved algorithm could provide a better noise suppression and more accurate 

estimated results. 

 

2. Research Method 

Consider a uniform linear array (ULA) for the convenience purpose. Some array 

parameters are given. The number of array elements is M. The spacing between two 
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adjacent elements is 0.5d  , where   is the carrier wavelength. Suppose that there 

are N ( )N M  far-field narrowband signals arrive at the ULA with an angle  , as 

shown in Figure 1. 

 

 

Figure 1. Uniform Linear Array 

The environmental parameters are also given. Suppose that there is a zero mean 

and the variance 2

n  
Gaussian white noise (GWN) in the environment, having no 

correlation with the signals monitored. The data received by array elements can be 

expressed as, 

( ) ( ) ( )X t AS t N t                                                                                                                (1) 

Where 1 2[ ( ), ( ), , ( )]NA        denotes the array manifold matrix, 
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 denotes the steering vector. 
1 2( ) [ ( ), ( ), , ( )]T

NS t s t s t s t  denotes 

the vector of source waveforms, 
1 2( ) [ ( ), ( ), , ( )]T

MN t n t n t n t  denotes the vector of noise 

received by array elements. 

Some conditions should be satisfied before we use MUSIC algorithm to estimate 

the signal parameters. First, the number of array elements should be more than the 

signal number. Then, the steering vectors made up by signals with different incident 

angles are independent. Also, a non-singular matrix for covariance matrix is 

necessary. The last, the environmental noise should satisfy the condition as follow,  

2

{ ( )} 0

{ ( ) ( )}

{ ( ) ( )} 0

i

H

i i

T

i i

E n t

E n t n t

E n t n t











                                                                                                      (2) 

Consider a covariance matrix of array signals XR  , take eigenvalue 

decomposition and arrange the eigenvalues from large to small,  

1 2 1N N M                                                                                          (3) 

Then we get 

H H

X s s s n n nR U U U U                                                                                                  (4) 

Where 1 2[ , ]s NU u u u  denotes the signal subspace, corresponding to the N  

large eigenvalues of 1 2{ , , }s Ndiag      . 
1, 2,[ ]n N N MU u u u   denotes the 

noise subspace, corresponding to the M N  small eigenvalues of 

1 2{ , , }n N N Mdiag       . When 1, ,k N M  ,  
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To come to this case, we get, 

1

H

S k MAR A u  0                                                                                                               (6) 

1

H

k NA u  0                                                                                                                       (7) 

Further, 

( - )

H

n N M NA U  0                                                                                                               (8) 

From the formula above we know that the array manifold and noise subspace 

have orthogonality. It is worth noting that the signal subspace is spanned by the 

steering vector of array manifold. We can consider that the signal subspace and 

noise subspace satisfy the orthogonal condition, marked s nspanU spanU  . Then 

the spatial spectrum of MUSIC is constructed as follow, 

1
( )

( ) ( )
MUSIC H H

n n

P
a U U a


 

                                                                                        (9) 

Then scanning the spatial spectrum within the searching scope, the N  incident 

angles will be found. The steps of algorithm are as follows, 

1. According to the data received by array, calculate the covariance matrix R  . 

2. Do eigenvalue decomposition with R  , get the eigenvalues and corresponding 

eigenvectors  

3. Determine the signal numbers and divide the signal subspace sU  and nocie 

subspace nU  . 

4. Construct the spatial spectrum of MUSIC algorithm MUSICP  , search the spectral 

peaks and find the incident angles of signals. 

To get more accurate information about target azimuth, some improvements are 

put forward. In classical MUSIC algorithm, if the number of signals we estimated is 

error, the noise subspace divided is not in conformity with the actual, leading to a 

big error even a failed DOA estimation, especially in the case of a small SNR. An 

advisable method is that all the characteristic vectors of the signal covariance matrix 

are considered and a novel weighting should be taken to the characteristic vectors. 

After this, the proper weight coefficient will reduce the effect of signal eigenvectors 

and the noise eigenvectors are entirely used. 

The novel weighting function W  is introduced to the MUSIC spatial spectrum, 

then the spatial spectrum changes as, 
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In the formula above, , 1, 2,i i M   is the eigenvalues of the array covariance 

matrix. 0q   is a customized parameter. Different W  causes different estimation 

performance. When W  is a unit matrix, that means a uniform weighting is selected 

to the eigenvectors, which evolve into a classical algorithm. When 
1 1

HW e e  , 

where 
1 [1,0, ,0]Te  L  belongs to a vector of noise subspaces, the minimum inner 

product algorithm correspond. 

 

3. Results and Discussions 

To verify the performance of the improved algorithm, named weighting MUSIC 

algorithm (W-MUSIC), some simulations and discussions are taken in this section. 

Consider a uniform linear array which is consisted of 8 non-direction array elements. 

The incident angles of two independent signals are 30 degree and 60 degree. The 

Signal to Noise Ratio is 10 dB. The surrounding noise is Gaussian white noise. The 

estimated results of two algorithms are as Figure 2. 
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Figure 2. The Estimated Results of Two Algorithms, Classical MUSIC 
Algorithm and Weighting MUSIC Algorithm, 8 Array Elements, SNR =10dB, 

Incident Angles are 30 Degree and 60 Degree 

As Figure 2, shows, the red solid line is the spatial spectrum of classical MUSIC 

algorithm, the blue dotted line is the spatial spectrum of weighting MUSIC 

algorithm. The searching range of angle is from 0 degree to 90 degree. We can see 

that the peaks in spatial spectrum of weighting MUSIC are higher and sharper than 

the classical MUSIC. That means the weighting MUSIC algorithm can provide a 

better estimation performance. 

Then we discuss the angle resolution of two algorithms. Consider the same array 

configuration as mentioned above. Three far field narrowband signals exist, which is 

no correlation among them. The incident angles of three are -20 degree, 0 degree 

and 4 degree. SNR is 10 dB. The surrounding noise is GWN. The estimated resul ts 

of two algorithms are as Figure 3. 
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Figure 3. The Estimated Results of Two Algorithms, Classical MUSIC 
Algorithm and Weighting MUSIC Algorithm, 8 Array Elements, SNR =10dB, 

Incident Angles are -20 Degree, 0 Degree and 4 Degree 

As Figure 3, shows, the red solid line and the blue dotted line respectively 

represent the classical and weighting MUSIC algorithm. We can see that there are 

only two peaks in spatial spectrum of classical MUSIC and the two peaks 

corresponding to 0 degree and 4 degree are mixed. However there are three obvious 

peaks in the spatial spectrum of weighting MUSIC. That means the improved 

algorithm can offer a better angle resolution especially the angle difference is small.  

The performances of signal estimation about the two algorithms are discussed 

next. Consider a ULA with 8 independent Omni-directional array sensors, array 

element interval 0.5d   ,   is the signal wavelength. 2 far-field narrowband 

signals arrive with the angle 1 2( , )   , which the estimation value is 
1 2

ˆ ˆ ˆ( , )    . 

To facilitate the calculation and description, a successful DOA estimation is defined 

as, 

1 1 2 2 1 2
ˆ ˆ ˆ ˆ,

,
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fail other
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                                                                    (12) 

Then the probability of success estimation (PSE)   is defined as, 

100%success

all

N

N
                                                                                                          (13) 

Where, successN  denotes the times of success estimation, allN  denotes the total 

times of DOA estimation. The root mean square error (RMSE) of DOA estimation is 

as follow, 

    
2 2100 100

1, 1 2, 21 1

1 ˆ ˆ
100

j jj j
RMSE    

 
                                                  (14) 

Study the performances about the classical and modified algorithms in the case 

that different angle offset of two signals. The range of angle offset 1 2=     is 2 

degree to 20 degree, SNR is 10 dB, as Figure 4 shows. 
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Figure 4. DOA Estimation RMSE Against   

One can see in Figure 4, the x axis is the angle offset   , while the y axis is the 

RMSE of DOA estimation. As   is small, for instance, °=2 , the 

[RMSE(MUSIC), RMSE(W-MUSIC)] are [29.1°, 16.9°], large deviation, which 

means the results are unable to reflect the DOA of signals correctly. When   is an 

proper value, for instance, °=6 , the [RMSE(MUSIC), RMSE(W-MUSIC)] are 

[24.3°, 2.1°]. One can see that the modified algorithm has higher estimation 

precision than the standard. 

Figure 5 shows the RMSE of DOA estimation about two methods against the 

SNR of signals, the two incident angles of signals are 1 / 3  , 2 / 6  . Using 100 

Monte Carlo simulations to calculate the RMSE, the results are as follows, 
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Figure 5. DOA Estimation RMSE against SNR 

One can see that under the condition of higher SNR, for instance, 20dB, the two 

methods both have good performances of DOA estimation, the RMSE of each is 

0.07 degree and 0.05 degree. With the SNR decreases, the RMSE of both two 

algorithm increases, however, the W-MUSIC (blue line with circular marks) has 

lower RMSE than the classic method (red line with diamond marks).  

Study the probability of success estimation of the two methods mentioned above 

against the SNR with the range is 0dB to 20dB. The simulation conditions are given 

as the same mentioned above, as Figure 6 shows, 
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Figure 6. PSE Against SNR 

One can see that in Figure 6, the x axis is the SNR, range [0dB, 20dB], 2dB step. 

The y axis is the PSE of DOA estimation. With the increase of SNR, the PSE of the 

two algorithms are both gradually increased, while the PSE of W-MUSIC (blue line 

with circular marks) is higher than the classic method (red line with diamond 

marks), for instance, when SNR is 6dB, the PSE of two methods are 0.56 and 0.93 

respectively. To reach the condition of one hundred percent PSE, the W-MUSIC 

need a smaller SNR than the classic, 8dB and 12dB respectively. 

One can see from these simulations above that, under the condition of a small 

signal angle interval and a low signal-noise ratio, the improved algorithm could 

provide a better signal resolution and offer more accurate estimated results than the 

classical. 

 

4. Conclusion 

This article proposes the cyclic cross correlation MUSIC algorithm to estimate 

multiple signals with less array elements. Simulation results show that the cyclic 

cross correlation MUSIC algorithm can provide a better estimation performance 

especially when the signals number is more than the array elements. This algorithm 

has a better noise suppression and a larger array aperture than the standard, having a 

certain reference value. 

 

Acknowledgments 

The author acknowledges the funding of following science foundation: National 

Natural Science Foundation of China (Grant Nos. 60908028, 60971068, 10979065, 

and 61275201). 

 

References  

[1] R. Schmidt, “Multiple emitter location and signal parameter estimation”, IEEE transactions on Antennas 

and Propagation, vol. 34, no. 3, (1986), pp. 276-280. 

[2] K. J. Min, L. O. Kyun and Y.  J. Chul, “Compressive MUSIC: Revisiting the Link between Compressive 

Sensing and Array Signal Processing”, IEEE transactions on information theory, vol. 58, no. 1, (2012), 

pp.  278-301. 

[3] R. Tweg and B. Porat, “Numerical optimization method for array signal processing”, IEEE transactions 

on aerospace and electronic systems, vol. 35, no. 2, (1999), pp. 549-565. 

[4] B. Ottersten, P. Stoica and R. Roy, “Covariance matching estimation techniques for array signal 

processing applications”, Digital signal processing, vol. 8, no. 3, (1998), pp. 185-210. 

[5] R. Jeffers, K. L. Bell and H. L. Van Trees, “Broadband passive range estimation using MUSIC”, IEEE 

International Conference on Acoustics, Speech and Signal Processing, vol. 3, (2002), pp. 2921-2924. 



International Journal of Signal Processing, Image Processing and Pattern Recognition  

Vol. 9, No. 9, (2016) 

 

 

154                                                                                                           Copyright ⓒ 2016 SERSC 

[6] M. L. Bencheikh and Y. Wang, “Joint DOD-DOA estimation using combined ESPRIT-MUSIC 

approach in MIMO radar”, Electronics Letters, vol. 46, no. 15, (2010), pp. 1081-1082. 

[7] L. J. Der, F. W. Hsien and W. Y. Yi, “FSF MUSIC for joint DOA and frequency estimation and its 

performance analysis”, IEEE Transactions on signal processing, vol. 54, no. 12, (2006), pp. 4529-4542.  

[8] K. Sujin, Y. C. Hyuk and K. C. Hwan, “Efficient Geo-Location Estimation System using Two-

Dimensional MUSIC Algorithm”, International journal of control automation and systems, vol. 9, no. 4, 

(2011), pp. 636-641. 

[9] J. C. Chen, R. E. Hudson and K. Yao, “Maximum-likelihood source localization and unknown sensor 

location estimation for wideband signals in the near-field”, IEEE Transactions on signal processing, vol. 

50, no. 8, (2002), pp. 1843-1854. 

 

 


