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Abstract 

It cannot avoid the noise interference in image processing, whether it is image 

generation, or image transmission, among them, the most typical noise is salt and pepper 

noise and Gaussian noise. The salt and pepper noise will cause the image showing the 

random distribution of noise points, thus greatly reduce the image quality. The Gaussian 

noise affects the input, collection and output of the image processing. Gaussian noise will 

make the image blurred. Therefore, the image de-noising plays a very important role in 

image processing. It has direct influence on image segmentation, feature extraction and 

image recognition. As is known to all, the support vector machine has the advantages of 

solving the problem of nonlinear, high dimension and local minimum points. In this 

article, we use this advantage to propose an image de-noising method which is based on 

it. The method uses support vector regression to construct the filter for image de-noising. 

The feature extraction and training samples are designed to suppress different types of 

noise. Firstly, we use the noise pixel as the center of the 5*5 window, and generate the 

input vector of SVM from row to column. Secondly, we set the output of the support vector 

filter as an image that is not contaminated by noise. At this point, we get the training 

samples of SVM filter. In addition, the parameter selection of support vector machine has 

a great influence on the result of image de-noising. Therefore, the particle swarm 

optimization algorithm is proposed in this article to optimize the parameters of SVM. 

Finally, we adding the simulated salt and pepper noise and Gaussian noise in the original 

Lena image, and using several methods to carry out the de-noising experiment. From the 

experimental results we can see that the de-noising effect of filtering algorithm of this 

paper is very good for the two kinds of noise. It can effectively remove the noise, and 

better maintain the details and the color of the image. 
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1. Introduction 

It cannot avoid the noise interference in image processing, whether it is image 

generation, or image transmission, among them, the most typical noise is salt and pepper 

noise and Gaussian noise. The salt and pepper noise will cause the image showing the 

random distribution of noise points, thus greatly reduce the image quality. The Gaussian 

noise affects the input, collection and output of the image processing. Gaussian noise will 

make the image blurred. Therefore, the image de-noising plays a very important role in 

image processing. It has direct influence on image segmentation, feature extraction and 

image recognition.  

At present, there are mainly two methods to remove the noise, which are linear filter 

and nonlinear filter. With the extensive application of color image in the fields of 

biomedicine, computer vision and pattern recognition, color image processing has been 

paid more and more attention. Color image is different from the gray image, people 

generally can only distinguish dozens of gray levels, but can distinguish thousands of 

colors. Therefore, the color image contains more information, and how to de-noise is one 
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of the most basic problems in the color image processing technology. In recent years, a 

large number of scholars and experts have proposed many filtering algorithms. Lin 

proposed a modified adaptive median filter with adaptive length [1]; Florencio proposed a 

median filter with local signal statistical characteristics [2]; Wang proposed a Min-max 

algorithm for median filter [3]; Wang proposed long-range correlation algorithm [4]; Li 

proposed a new adaptive algorithm for removing salt and pepper noise [5]. They improve 

the filtering performance to a certain extent, and make a useful exploration. But in 

practical applications, they have some limitations. Support vector machine [6-7] is a 

machine learning method based on statistical learning theory [8-9], VC dimension theory 

and structural risk minimization principle. It shows many special advantages in solving 

small sample, nonlinear and high dimensional pattern recognition problems. In addition, it 

overcomes the problem of "Curse of dimensionality" and "over learning". Therefore, it 

have been considerable development in the field of pattern recognition, regression 

analysis, function estimation, and time series prediction [10-14]. 

In this paper, we use advantage of SVM to propose an image de-noising method which 

is based on it. The method uses support vector regression to construct the filter for image 

de-noising. The feature extraction and training samples are designed to suppress different 

types of noise. Firstly, we use the noise pixel as the center of the 5*5 window, and 

generate the input vector of SVM from row to column. Secondly, we set the output of the 

support vector filter as an image that is not contaminated by noise. At this point, we get 

the training samples of SVM filter. In addition, the parameter selection of support vector 

machine has a great influence on the result of image de-noising. Therefore, the particle 

swarm optimization algorithm is proposed in this article to optimize the parameters of 

SVM. Finally, we adding the simulated salt and pepper noise and Gaussian noise in the 

original Lena image, and using several methods to carry out the de-noising experiment. 

From the experimental results we can see that the de-noising effect of filtering algorithm 

of this paper is very good for the two kinds of noise. It can effectively remove the noise, 

and better maintain the details and the color of the image. 

 

2. PSO-LS-SVM 

Least squares support vector machine has the advantages of strong generalization and 

global optimization. Its training time is short and the result is more definite, so it is 

suitable for online application. At present, it has been widely used in the fields of signal 

processing, system identification and modeling, advanced control and soft measurement 

[15-18]. Least squares support vector machine algorithm is as follows: 

Set the training sample set to ( , )
i i

x y , 1, 2, ,i n , ,
d

x R y R  , and the output function 

is ( ) ( )
T

f x w x b  . At this point, the training of the model is transformed to minimize the 

structural risk. 

2 2
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                                                                                                                (1) 

It needs to satisfy the following constraints. 

( )
T

i i i
y w x b    , 1, 2, ,i n                                                                                          (2) 

The corresponding Lagrange functions are as follows: 

1

( , , , ) ( ( ) )

n

T

i i i i
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L w b R w x b y    



                                                                          (3) 

Among them, 
1 2

[ , , , ]
n

    is the Lagrange operator, ,w b is the model parameter, 

C is the regularization parameter, and the   is the error vector of training set prediction. 

According to KKT condition, we can get:        
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According to Formula 2 and Formula 5, we can get: 
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In the Formula 6, the ( , ) ( ), ( )
i i

K x x x x    is the kernel function. According to the 

functional theory, as long as the function satisfies the Mercer condition, it can be used as 

the kernel function. The commonly used kernel functions are linear function, perception 

function and radial basis function. In view of the better performance of radial basis 

function [19], the radial basis function 

2

2
( , ) e x p ( )

2

i j

i

x x

K x x




   is selected as the kernel 

function of LS-SVM in this paper,. 

The final decision function, as shown in the Formula 7: 

1

( ) ( , )

n

i i

i

f x K x x b



                                                                                                          (7) 

From the computation process of SVM, the different values of   in non-sensitive loss 

function, penalty coefficient C  and 2
  in radial basis function will lead to the different 

support vector regression model. Therefore, in this paper, we select approximate 

optimization of parameter sets 2
( , )C  based on PSO by controlling the value of   to 

construct image de-noising algorithm of PSO -SVM. 

The core idea of parameter optimization in particle swarm optimization is treating the 

two-dimensional vector as the position of the particle and set a reasonable objective 

function at the same time. When each particle is searching by location, the purpose is to 

minimize or maximize the objective function and determine its historical best point in 

group or domain.  

The objective function is set to the mean square error function: 
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Then writing C  as
1 2

( , )x x x . It consists of particles in groups. Then the position of 

particle i  can be expressed as
1 2

( , )
i i i

x x x , velocity of particle i  is
1 2

( , )
i i i

v v v . Its 

historical best point can be written as 
1 2

( , )
i i i

p p p  and the whole best point can be 

written as 
1 2

( , )
g g g

p p p . Then the position and velocity of the particle will change with 

the following equation: 
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Among them, 
1

c and 
2

c are known as learning factors and always equal to 2. 
1

  and 

2
 are pseudo random number whose interval is [0 ,1] , and the w is the inertia weight. We 

make the value of the time-varying as weights and hypothesis 
m in m ax

[ , ]w w w , _ m a xI te r is 

maximum number of iterations. 

m ax m in

m ax
*

_ m ax
i

w w
w w i

Iter


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Among them
m in m ax

[ , ] [0 .1, 0 .9 ]w w  . 

Now we use the idea of cross validation to optimize the PSO-SVM model in order 

to find a more reasonable set of parameter ( 2
,C  ), so the model’s error is smaller. 

 

3. Noise Filter 

Assumed that the ( , , )I i j k  is RGB image which is not contaminated, the noise of the 

image is ( , , )i j k , and '
( , , )I i j k  is the image which is filtered by the support vector.  

'
( , , ) ( , , ) ( , , )I i j k I i j k i j k                                                                                                 (9)  

Support vector image filtering process can be expressed as follows: 

''
( ) ( ( , , ) ) ( , , )f f u i j k I i j k                                                                                               (10) 

Among them, ( )f   is the filter, ( , , )u i j k  is the filter input vector of pixel ( , , )i j k , 

and ''
( , , )I i j k  is the filtered image. Firstly, we use the noise pixel ( , , )i j k  as the 

center of the 5*5 window, and generate 25 pixel values from row to column which 

are expressed as ( , , )I i j k . Then, the ( , , )u i j k  are used as the filter input vector, and 

the output of the support vector filter is set to ( , , )I i j k . At this point, we define 

{ ( , , ), ( , , )}u i j k I i j k as a sample point { , }
i i

x y  in support vector regression. 

 

4. The Simulation and Result Analysis 

Experiment A: The de-noising of the salt and pepper noise. 

In this paper, we test and analyze the Lena image (24 bit RGB images, the size of 

256*256). First, we make the Figure 1, as the target output samples, and add the simulated 

salt and pepper noise in Figure 1. The noise probability is 1%-30%. Then, we have 

obtained the Figure 2. After that, we record the pixel value ( , , )u i j k  in the 5*5 window, 

and assume that each component is equal to the intensity of the noise pollution. In order to 

test the performance of PSO-SVM filtering algorithm, this paper compared with the 

commonly used Gaussian filter and median filter to filter the Figure 2, and quantitatively 
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analyzes the results of filtering. In the experiment, using Matlab as a tool to construct 

support vector regression network, the parameter ( 2
,C  ) in support vector regression is 

determined by particle swarm optimization. 

 

               

Figure 1. Original Image of Lena             Figure 2. Adding the Salt and 
ssssssssssssssssssssssssssssPeppersNoise 

Next, this paper uses the Gaussian filter, median filter and PSO-SVM filter to test the 

filtering effect of the Lena image, the experimental results are shown in Figure 3-5. At 

this point, we only give one effect chart that the noise pollution is 30%, and in the rest of 

the de-noising results of the noise probability, we are given by Figure 6 and Figure 7. 

 

                                        

Figure 3. The De-Noising of                        Figure 4. The De-Noising of 
 Gaussian Filter                                     Median Filter 
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Figure 5. The De-Noising of PSO-SVM Filter   

In order to quantitatively evaluate the performance of various algorithms, we use mean 

square error (MSE), normalized mean square error (NMSE) and peak signal to noise ratio 

(PSNR) as the comprehensive evaluation index of filtering performance. Among them, 

the PSNR value is the average value of running 20 times. Table 1, is the comparison 

results of quantitative performance of the standard Gaussian filter (GF), median filter 

(MF), and PSO-SVM filtering.  

Among them, the mean square error (MSE), normalized mean square error (NMSE) 

and peak signal to noise ratio (PSNR) calculation method as shown in Formula 11-13. 
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From the above three formulas we can see that only by calculating the results of PSNR, 

MSE and NMSE in R, G, and B component, we can calculate the PSNR, MSE and NMSE 

values of the overall color image. Next, we give trend of the PSNR value of three 

algorithms that the salt and pepper noise pollution between 1% and 30% in Figure 6, and 

Figure 7. Where, '
( , , )I i j k  and ( , , )I i j k  are the pixel values of noise image and the 

original image, m and n  are the number of rows and columns of the image.  
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Figure 6. The Comprehensive Evaluation Criteria of MSE 

 

Figure 7. The Comprehensive Evaluation Criteria PSNR 

For the filter performance evaluation criteria, the smaller the value of RMSE or the 

greater of PSNR value, the better the filter filtering effect. It can be clearly seen from the 

two graphs that the filtering performance of PSO-SVM filter is obviously better than 

Gaussian filter and median filter. 

Experiment B: The de-noising of the Gaussian noise. 

First, we add the simulated Gaussian noise in Figure 1. Its mean value is 0, and the 

variance is 0.001. Then, we get the Figure 8. 

 

 

Figure 8. Adding the Gaussian Noise 

Next, this paper uses the Gaussian filter, median filter and PSO-SVM filter to test the 

filtering effect of the Lena image, the experimental results are shown in Figure 9-11. 
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Figure 9. The De-Noising of                   Figure 10. The De-Noising of 
Gaussian Filter                                   Median Filter  

 

Figure 11. The De-Noising of PSO-SVM Filter  

From Figure 9-11, we can see that the best de-noising effect is the support vector 

regression filtering, the Gaussian filtering effect is slightly worse, and the median filtering 

effect is the worst. Compared with the support vector regression filter, the median filter 

leaves more spots, which shows that it is ineffective to protect the details. It can be seen 

that the support vector regression filter has obvious advantage to the de-noising of 

Gaussian noise. 

Finally, we give PSNR table of three algorithms in the de-noising of Gaussian noise. 

Table 1. The Average PSNR Value of Each Algorithm in De-Noising of 
Gaussian Noise 

 PSNR(dB) MSE NMSE( 4
1 0

 ) 

MF 27.34 8.92 25.47 

GS 31.16 7.35 21.18 

PSO-SVM 39.29 4.89 13.33 

 

5. Conclusion 

In this paper, we use advantage of SVM to propose an image de-noising method which 

is based on it. The method uses support vector regression to construct the filter for image 

de-noising. The feature extraction and training samples are designed to suppress different 
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types of noise. Firstly, we use the noise pixel as the center of the 5*5 window, and 

generate the input vector of SVM from row to column. Secondly, we set the output of the 

support vector filter as an image that is not contaminated by noise. At this point, we get 

the training samples of SVM filter. In addition, the parameter selection of support vector 

machine has a great influence on the result of image de-noising. Therefore, the particle 

swarm optimization algorithm is proposed in this article to optimize the parameters of 

SVM. Finally, we adding the simulated salt and pepper noise and Gaussian noise in the 

original Lena image, and using several methods to carry out the de-noising experiment. 

From the experimental results we can see that the de-noising effect of filtering algorithm 

of this paper is very good for the two kinds of noise. It can effectively remove the noise, 

and better maintain the details and the color of the image. 
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