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Abstract 

This paper describes a small vocabulary Bengali database development to evaluate the 

performance of speech recognition algorithms in clean conditions. The database is 

constructed by Bangla digit sequences (/ak/, /dui/, /tin/, /chaar/, /panch/, /chhoy/, /shaat/, 

/aat/, /noy/, /zero/, /shunno/) are used. The developed database is consisted of two sets of 

data which are training and testing datasets. The training dataset contains 3824 

utterances of 50 speakers; on the other hand, the testing dataset is subdivided into four 

groups (clean1, clean2, clean3 and clean4) and contains 1985 utterances of 52 speakers. 

In both sets of data the speaker’s age ranges from 19 to 25 years. All the recordings have 

been done in a quiet room but not soundproof with the A4Tech HS-60 headset 

microphone interfaced to an Intel Dual Core 2.0 GHz CPU. The software used to record 

and edit the speech file is wave-pad; ver. 3.05.The recognition experiment is presented in 

this thesis to obtain comparable recognition results for the speaker-independent 

recognition of connected sequences of Bangla digit. As the research results has proved 

that the words accuracy is average 98%. 
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1. Introduction 

The speech database is a primary element for any kind of research in the field of 

speech signal processing. There are many such databases in various foreign languages, for 

instance, TIMIT (English) [1], TI Digits (English) [2], AURORA (English, Japanese, 

Spanish, etc.,) [3-7], CENSREC (Japanese) [8] etc., Such database is not available in 

Bangla language yet, thus the development of a Bangla speech database is significant. 

However, Bangla speech database is a primary component to perform the speech-related 

research. In this paper, a small vocabulary Bangla speech database is constructed in quiet 

laboratory environment for speaker-independent recognition of connected digit sequences. 

Since acoustic patterns depend on speaker’s gender, age and mood, thus 102 adult 

speakers were selected to develop this database with age ranging from 19~25 years. After 

selecting the speakers, a training program is conducted on speech recording. The data 

were recorded with a microphone placed 1~1.5 inch in front of speakers mouth and 

digitized at 22.05 kHz. The recording software is wave pad, ver. 3.05 was used.  
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Finally, a recognition experiment is performed using this database to evaluate the 

performance of the database. The comparison of developed Bangla database and others 

database are given below table. 

Table 1. Comparison between Different Database Systems 

Dataset  AURORA-2 TIMIT Corpus Bangla 

Database 

Training No. Of 

speakers 

Male: 55 

Female: 55 

Male: 176 

Female: 150 

Male: 25 

Female:25 

SNR Clean 

multi-condition 

(clean & noisy) 

Clean Clean 

Filter G.712 --- -- 

Test No. of 

speakers 

Male: 52 

Female: 52 

Male: 170 

Female: 145 

Male: 26 

Female: 26 

SNR Clean, 20, 15, 

10, 5, 0 & -5 

dB 

Clean digits 

sequences 

Clean 

Filter G.712 & MIRS -- -- 

 

2. Research Design 

The following steps are followed to carry out the above mentioned tasks to develop the 

research. 

Figure 1. The Step by Step Process of Research 

3. Research Methodology 

To construct this speech database a text corpus has been developed which includes the 

list of recorded words for a pre-prepared small vocabulary. Then the speech recording is 

performed using at least 50 adult speakers. The recorded database is edited using speech 

editing software to standardize and make useable for the researcher who would like to use 

it for automatic recognition, synthesis or any kind of further processing. After the 

successful completion of database construction, an experiment is performed for automatic 

recognition of Bangla speech using computer to evaluate the performance of the database. 
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3.1. Description of the Speakers 

The number of speakers for constructing this database is 102. The speaker’s 

descriptions for both training and testing datasets are given below table. 

Table 2. Number and Age Ranges of Speakers 

Dataset No. of Speakers Age Range 

(Years) Male Female 

Training 25 25 19-25 

Test 26 26 19-25 

 

Moreover, to make the datasets dialectically balanced, the speakers were selected from 

different region of Bangladesh presented below table. 

Table 3. Distribution of Participated Speakers from Several Regions for 
Training Dataset 

Name of region (Division) Number of speakers 

Dhaka 5 

Rajshahi 27 

Khulna 9 

Barisal 1 

Rangpur 8 

Total 50 

 

3.2. Digits Pronunciations 

The database is constructed as the format of AURORA-2 with some differences. The 

digit strings for each speaker are identical. The table below shows the pronunciations of 

eleven digits in AURORA-2 and Bangla database.  

Table 4. Pronunciations of Bangla Digits 

Digit AURORA-2 Bangla Pronunciation 

1 One /ak/ 

2 Two /dui/ 

3 Three /tin/ 

4 Four /chaar/ 

5 Five / panch/ 

6 Six /chhoy/ 

7 Seven /shaat/ 

8 Eight /aat/ 

9 Nine /noy/ 

0 (Z) Zero /zero/ 

0 (O) Oh /shunno/ 

 

Speakers were requested to pronounce digits as specified in this table. These 

pronunciations are assigned considering the occurrence frequency in uttering digits file. 

 

3.3. Data Collection 

This section describes about the utterance patterns, text corpus construction, the speech 

data collection, different errors finding and editing processes.  
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3.3.1. Text Corpus: Speech corpus is an important requirement for developing any ASR 

system, thus seventy-seven sequences of these digits were collected from each speaker for 

training set as shown in Table 5. 

Table 5. Digit Sequences for Each Speaker of Training Set 

No. of digits in a sequence No. of sequences for each speaker 

Isolated digit 22 

(two tokens of each of the eleven digits) 

Two-digit 11 

Three-digit 11 

Four-digit 11 

Five-digit 11 

Seven-digit 11 

Total sequences 77 

 

Hence, each speaker provided 253 digits for training dataset. Therefore, the text corpus 

for training dataset contains 3850 lines and each line contains the AURORA-2 digit 

sequence and corresponding Bangla digit sequence. An example list of text corpus for a 

speaker is shown in Table 6.  

Table 6. Example of Text List 

Line 

No. 

AURORA-2 Digit Sequence Bangla Digit Sequence 

1 9   4   OH Noy   chaar   shunno 

2 3   2   1 tin   dui   ak 

3 3   5   8   9 tin   panch   aat   noy 

4 2   6   3   4   ZERO Dui   chhoy   tin   chaar   zero 

5 7   4   OH Shaat   chaar   shunno 

… … … 

 

3.3.2. Data Recording: During recording sessions, speech data were recorded 

consecutively 10 utterances with sufficient gap among the utterances in a file through a 

microphone at a distance of 1~1.5 inch in front of speaker’s mouth. A waveform of such a 

file containing 10 utterances is shown in Figure 2. During the recording session, speakers 

were seated on a chair with a headset microphone (Connected to desktop) and were 

requested to speak the utterances from the supplied text corpus. A well configured 

desktop PC with Intel Dual Core 2.0 GHz CPU is used to record speech through an 

A4Tec HS-60 Headset microphone. 

 

  File-

1 

      File-

3 

File-5  File-7   File-9  

 
 File-2  File-4 File-

6 

 File-8   File-10 

Figure 2. Waveform of 10 Utterances of Digit Sequences 

During recording session the following parameters (Table 7.) of the wave file has been 

maintained throughout the recording process: 
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Table 7. Recording Parameters 

Sampling rate of the audio 22.05 kHz 

Bit rate (bits per sample) 16 

Channel Mono (Single) 

 

The speech corpus is recorded in a quiet room but not sound-proof and took nearly 

three months to complete starting from October 2011 until January 2012. This speech 

corpus is enriched with varieties of speakers taking for recording and recoding 

environment and technologies used for recording. Moreover, all the recordings are 

performed by using the software wave pad, ver. 3.05, because the software is useful for 

professional recordings and edit audio easily [9].  

For this work 22.05 kHz sample rate has been chosen because it provides more 

accurate high frequency information and 16 bit per sample divides the element position in 

to 65536 possible values. Each of the selected speakers spent an amount of time about 

15~30 minutes during recording session. The session conductor and speaker decided on 

hand signals to communicate during the recording.  After recording, the splitting of the 

audio files per sentence has been done manually using the same software and saved in a 

.wav format. It should be noted that each splitting file is down sampled to 8 kHz. 

 

3.4. Preparation of the Database for the Recorded Pronunciations 

To prepare the database for use, some meaningful filenames are assigned to the data 

files, the data are divided into training and testing subsets, and the data were copied to a 

CD. Before preparing the database all of the 43 utterances which contained speaker errors 

were corrected. However, corrections for some errors were not possible and were deleted 

from the database. Therefore, total number of utterances is 5809 including 3824 

utterances for training and 1985 utterances testing. 

The database is divided into two subsets, one is training dataset consists of 3824 

utterances of 50 speakers to be used to train an ASR system, and the other one is testing 

dataset consists of 1985 utterances of 52 to be used for evaluating the performance of 

ASR system. The testing dataset is further divided into four groups, such as clean1, 

clean2, clean3 and clean4 containing 500, 500, 490 and 495 utterances, respectively. 

Speech data are recorded consecutively 10 utterances in a file for a speaker, each 

recorded file is split up into 10 individual files by allowing sufficient silence (300 ~ 500 

ms) at the beginning and end of each file. During the recording, the sampling frequency 

was kept at 22.05 kHz but in the splitting time speech signal was down sampled to 8 kHz. 

Sampling frequency is same for training and test datasets. The file naming is done 

considering three characteristics – first one represents the speaker category (M for Male 

and F for Female) and last two characters represent the speaker identity and digit 

sequences with. For examples: FHP_ 5Z28Z56A.08.wav, where first character represents 

speaker category, i.e. FHP for female speaker, then digit sequences, .08 represents the 

sampling frequency and finally, extension of the file. Cutting process is done with the 

software wave pad, version 3.05. The same steps are followed to prepare the test files. 

 

3.5. Raw Training and the Preparation of the Testing Data 

The design of the training dataset is same as AURORA-2. But in this database, only 

clean-training dataset is prepared which can be used in research purpose. The advantage 

of training on clean data only is the modelling of speech without distortion by any type of 

noise. Such models should be suited best to represent all available speech information. 

To prepare the raw training data the followings steps were followed:  

 Skip the header of the wave files. 
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 Read the data of a wave file as short and write the data to another file with same 

name leaving the extension .wav. As for example, if a wave file’s name is 

FAH_23A.08.wav, the raw data file name will be FAH_23A.08.  

The preparation process of raw test data is same as that of raw training data. Therefore, 

we have four groups of raw test dataset such as clean1, clean2, clean3 and clean4 

containing 500, 500, 490 and 495 raw data files, respectively. 

 

4. Finding and Results 

A database as well as a recognition experiment is presented in this thesis to obtain 

comparable recognition results for the speaker-independent recognition of connected 

sequences of Bangla digit. The database together with the definition of training and test 

sets can be taken to determine the performance of a complete recognition system.  

As shown in Table 8. The word accuracy for the four datasets clean1, clean2, clean3 

and clean4 are found to be 98.11%, 98.15%, 98.08%, 97.84%; respectively. The highest 

word accuracy is obtained for set clean2; on the contrary, the minimum word accuracy is 

obtained for clean4. 

Table 8. Word Accuracy for Mel-LPC Based Speech Recognition 

Group Word accuracy (%) 

Clean 1 98.11 

Clean 2 98.15 

Clean 3 98.08 

Clean 4 97.84 

Average 98.05 

 

5. Conclusion 

In this research, a small vocabulary Bangla database of connected digit sequences is 

prepared. The developed database consists of two sets – one is training and testing dataset 

which is dialectically balanced. The recording has been done in quiet laboratory 

environment with necessary technologies. The preparation of recorded pronunciations of 

speaker made error free as sufficient gap among the utterances given during saving the 

recorded files. And, all the errors of recorded data were removed and each recorded data 

file was saved into sub files thus the database contains the raw data without header.  

Finally, the constructed database was successfully developed and used in an experiment 

of speech recognition where the word accuracy found around 98%.  

 

5.1. Recommendation for Further Research 

The same research can be carried out in future from various aspects to develop Bangla 

database for speech recognition. For instance, in this research, Bangla database has been 

developed in small contents of Bangla digits only so further research can carry out to 

develop Bangla database to consider the large number of vocabulary. In addition, the 

research has conducted in the basis of limited number of speakers where their age ranging 

from 19-25 years old. So, the research could be applied for different age groups to 

enhance viability of new database system. Also, the research can be conducted to large 

geographical area to balance more of dialects of different region of Bangladesh.  
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