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Abstract

Linde–Buzo–Gray (LBG) algorithm is a universal method to design codebook in vector quantization (VQ). This paper proposed an adaptive orthogonal M-split initialization method to improve the computational efficiency of LBG algorithm. The method splits one code word into 2, 4 or 5 new code words with adaptive split coefficient vectors and set the increment to be orthogonal in 4-split and 5-split situations, aiming at decreasing the iterations of the following clustering. Experiment is conducted on both TIMIT and RASC863 speech database, which shows that the proposed algorithm provides a reduction of 18%~45% in designing codebook in size of 64~2048 with almost equal VQ performance, compared with the universal codebook generation algorithm.
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1. Introduction

Vector quantization (VQ) is a key technology in multimedia data compression and pattern recognition [1]. A vector quantizer can be regarded as a mapping $q$ from a $l$-dimensional Euclidean space $\mathbb{R}^l$ to a finite subset $c$ as follows:

$$ q : \mathbb{R}^l \rightarrow c. $$

(1)

Where $c = \{ y_i \mid i = 1, \ldots, N : y_i = \mathbb{R}^l \}$ is called the codebook, $y_i$ represents $i^{th}$ code word in the codebook $c$ and $N$ is the codebook size.

Although codebook design for VQ is an off-line computational task, its high complexity and need for repeated access to a large file of training data generally place severe limitations on the size of the training set [2]. The generalized Lloyd clustering algorithm [3] (referred to as the LBG algorithm) proposed by Linde, Buzo and Gray is the most popular method for unstructured codebook design. LBG algorithm used in codebook generation is conceptually simple and easy to implement, but it is not computationally efficient due to its iterative procedure of exhaustive checking of $y_i$ as the closest code word to training vector among all code words in codebook $c$.

As an iterative procedure, LBG starts with an initial codebook $c_0$, then performs the clustering process until the improvement of the overall average distortion between the last two successive iterations is not significant enough. To reduce the computational complexity of LBG algorithm, many fast algorithms which mainly consider the clustering process have been developed, such as partial distortion search (PDS) [4], triangle inequality eliminating rule (TIE) [5] and mean-ordered partial codebook search (MPS) [6]. Another approach toward fast codebook generation is to provide the LBG algorithm with a better initial codebook $c_0$, including random method [7], pruning [8], pairwise nearest-neighbor (PNN) [9], product codes [10] and binary split [11] (b-split). Although
random method and product codes are easy to implement, they provide poor results, i.e. a larger number of iterations and poor ultimate codebooks. The pruning, PNN and b-split give better results but have lower computational efficiency. Some novel initial codebook methods are proposed in recent years [12-15]. In Ref. [13], the training vectors are sorted according to the norm and partitioned into groups. The initial codebook is composed of the centroid of each group. Chen et al [14-15] improve the method in Ref. [13] by transforming training vectors into the Hadamard domain. Among the above codebook initialization methods, the b-split initialization method has been universal in codebook generation application, as is introduced in many textbooks [11-16].

In this paper, an adaptive orthogonal M-split method is proposed to reduce the computational cost of LBG algorithm. The method splits one code word into 2, 4 or 5 new code words with adaptive split coefficient vectors, the increment of new code words is set to be orthogonal in 4-split and 5-split situations. The paper analyzes the complexity of split LBG algorithm in Section 2 and describes the adaptive orthogonal M-split method in Section 3.

2. Complexity Analysis

The general b-split LBG algorithm [11] includes two parts: codebook initialization and clustering iteration process. In codebook initialization, each codeword is split into two new code words, which are used to generate $2^b$ new codewords by iteration. In clustering iteration process, an exhaustive search is conducted to classify the training vectors. Each training vector is compared with all code words in current codebook with certain distortion measure and assigned to the nearest code word. Finally, each code word is updated with the centroid of training vectors that are mapped to this code word. Hence, the computational time of the b-split LBG algorithm is as Equation (2):

$$t_{b-split \ LBG} = \sum_{i=1}^{2^b N_s} t_{distort} (r) + t_{com} (r) + t_{up} (r). \tag{2}$$

Where

$$t_{distort} (r) = m_s (r) 2^b n t_s. \tag{3}$$

$$t_{com} (r) = m_s (r) (2^b - 1) n t_s. \tag{4}$$

$$t_{up} (r) = m_s (r) 2^b n t_{up}. \tag{5}$$

The desired codebook size $N_s$ is power of 2. $t_{distort} (r)$ is time of computing distortion and $t_{com} (r)$ is time of comparing distortion, $t_{up} (r)$ is time of updating. $n$ is number of training vectors, $m_s (r)$ is iterations after $r$th split, $t_s$ is time of computing the distortion between two vectors, $t_i$ is time of comparing two distortion values, $t_{up}$ is time of updating code words.

According to Equation (2), we consider to employ more splitting code words in codebook initialization in order to reduce the split times and its following iterations. Given $M \geq 2$, then

$$2 \leq M \Rightarrow \log_2 N_s \geq \log_2 M N_s \Rightarrow \log_2 N_s \geq \log_2 (N_s - \delta). \tag{6}$$

Where $N_s = M^i + \delta$ and $i$ is M-split times, $\delta$ is the complement. The computational time of M-split codebook generation algorithm is as Equation (7):
\[
t_{\text{LLG}} = \sum_{i=1}^{N_{\text{L}}(r'-1)} t_{\text{LLG}}(r') + t_{\text{LLG}}(r') + t_{\text{LLG}}(r').
\]

Where

\[
t_{\text{LLG}}(r') = \begin{cases} m_u(r')(M'^{2})n_{t} & \text{if } r' < I, \\ m_u(r')(M'^{2} + \delta)n_{t} & \text{if } r' = I. \end{cases}
\]

\[
t_{\text{LLG}}(r') = \begin{cases} m_u(r')(M'^{2} - 1)n_{t} & \text{if } r' < I, \\ m_u(r')(M'^{2} + \delta - 1)n_{t} & \text{if } r' = I. \end{cases}
\]

\[
t_{\text{LLG}}(r') = \begin{cases} m_u(r')(M'^{2})t_{v} & \text{if } r' < I, \\ m_u(r')(M'^{2} + \delta)t_{v} & \text{if } r' = I. \end{cases}
\]

Where \( m_u(r') \) is number of iterations after \( r^{th} \) M-split initialization.

From the above analysis, it is sufficient to show that computational time of codebook generation can be reduced by decreasing split times as soon as \( m \) is suitably selected and iterations \( m(r') \) can be minimized in reason. Thus, split method is the key for the assumption and an adaptive orthogonal M-split method is presented in Section 3.

3. Adaptive Orthogonal M-Split Method

In VQ, codebook generation procedure is essentially to search the optimum positions for finite code words in \( i \) - dimension space adhering to certain distortion measure. The M-split LBG algorithm, which searches the optimum positions by clustering method after split initialization, is an iteration process of searching the optimum codebook from initial codebook. When split occurs, if M-split new code words can be appropriately located, then not only times of split are reduced, but also the number of iterations will be greatly minimized. Differ from the b-split method, adaptive orthogonal M-split method splits one code word into 2, 4 or 5 new code words with adaptive split coefficient vectors in codebook initialization, the increment of new code words is set to be orthogonal in 4-split and 5-split situations. There are three parts for adaptive orthogonal M-split initialization: codebook generation scheme, orthogonal M-split method and calculation of adaptive split coefficient vector.

3.1. Codebook Generation Scheme

The relationship of b-split and M-split in generating codebook in size of \( N_{v} \) is as Equation (11):

\[
N_{v} = 2^k \begin{cases} 4^{k/2} & R = 2r, 1 \leq r \leq 6, \\ 4^{[k/2]} \cdot 2 & R = 2r - 1, r = 1, 2, 3, 4, 6, \\ (5^{[k/2]} + \delta)^{4} & R = 2r - 1, t = 5. \end{cases}
\]

Where \( k \) is the b-split times. According to Equation (11), a scheme of codebook generation is given in Table 1 for codebook in size of \( N_{v} \), including times of split initialization \( t \), number of split code words \( M \) and number of code words compensation \( \delta^{t} \).
3.2. Adaptive Orthogonal M-Split Method

In order to split each code word $r$ into $M$ new code words and minimize the iterations $m_r$ mentioned in Equation (8)~ Equation (10), an adaptive orthogonal M-split method is proposed. The orthogonal split method for the first two dimensional components of code word $r$ is described as Figure 1.

In Figure 1, each code word $r = (y_1, y_2, y_3, y_4, \ldots, y_{2n-1}, y_{2n})$ is split into $M$ new code words $y_m$ as follows:

$M = 2$, $y_1 = Y + \Delta Y$, $y_2 = Y - \Delta Y$ (Figure 1(a));

$M = 4$, $y_{1,3} = Y \pm \Delta Y$, $y_{2,4} = Y \pm \Delta Y$, $\Delta Y \cdot \Delta Y = 0$, i.e. $\Delta Y$ and $\Delta Y$ are orthogonal (Figure 1(b));

$M = 5$, $y$ is split as $M = 4$ and retained as $y_1$ (Figure 1(c)) reasoning that $y$ is the centroid and is considered to be voted by all training vectors.

Where $\Delta Y = (e_1, e_2, e_3, \ldots, e_{2n-1}, e_{2n})$ and $\Delta Y = (-e_1, e_2, e_3, \ldots, e_{2n-1}, e_{2n})$ ($n=1,2,\ldots,L/2$) are the adaptive split coefficient vectors.

If $k$ is even, components are paired with the continuous odd-even rule or interval odd-even rule. If $k$ is odd, the minimal component $|y_{m_{\text{min}}}|$ of vector $r$ is neglected and others are paired as $k$ is even, then the minimal $\Delta Y \cdot \Delta Y = |\Delta y_{m_{\text{min}}}|^2$ is obtained. In this way, $\Delta Y$ and $\Delta Y$ are close to be orthogonal.
Enough code words are compensated before last split initialization in order to reach the desired size according to Table 1. Suppose that \( S_j = \{ y_j \mid d(x, y_j) \leq d(x, y_i), i = 1, 2, \cdots, N, x \in \text{Training Set} \} \) is an optimal partition voronoi of codebook size \( N \) and \( \text{Q} (S_j) \) is the number of training vectors in \( S_j \). \( d(\cdot) \) is distortion measure and \( x \) is training vector. If \( \delta^r \) is not zero, \( S_j \) is sorted in descending order according to \( \text{Q} (S_j) \). The first \( \delta^r \) code words \( y_j \) are selected according to Equation (12) and split through M-split method \(( M = 2 )\).

\[
c = \text{arg max}_{j} \text{Q} (S_j),
\]

(12)

### 3.3. Adaptive Split Coefficient Vector

When split occurs, the splitting amplitude can be different for each component of codeword with adaptive coefficient vector in order to make new code words in appropriate location and reduce the following iterations. We assume that \( \Delta Y_j = (\varepsilon_j^{e1}, \varepsilon_j^{e2}, \cdots, \varepsilon_j^{es}, \varepsilon_j^{e1}, \cdots, \varepsilon_j^{es}) \) is the adaptive split coefficient vector of the reproduction code word \( y_j \). \( \varepsilon_{j,k} \) indicates \( k \) th dimension component of the vector, which is determined as Equation (13):

\[
\varepsilon_{j,k} = \frac{x_{j,k}^{\text{max}} - x_{j,k}^{\text{min}}}{\sigma}.
\]

(13)

Where \( x_{j,k}^{\text{max}} \) and \( x_{j,k}^{\text{min}} \) indicate the maximum and minimum of \( k \) th dimension component in optimal partition voronoi \( S_j \) respectively, \( \sigma \) is the scale parameter.

### 4. Adaptive Orthogonal M-Split LBG Algorithm

The adaptive orthogonal M-split LBG algorithm works by the following steps to generate a VQ codebook in size of \( N_j \):

Step 1 Given a training sequence \( TS = \{ x_i \mid i = 1, 2, \cdots, L \} \), distortion threshold \( Tr \) and desired codebook size \( N_j \), set \( f = 0 \), \( r^* = 1 \) and \( D_{r^*} = \infty \).

Step 2 The first code word \( y_0 \) is computed from the centroid of training vectors.

Step 3 According to \( N_j \), an M-split strategy is selected for codebook generation by checking Table 1.

Step 4 Adaptive M-split initialization. If \( \delta^r = 0 \), each code word is split into \( M \) new code words with adaptive split coefficient vectors as described in Section 3.2. If \( \delta^r \neq 0 \) and \( r^* \) reach the split times \( T \), \( \delta^r \) code words are compensated by the method mentioned in Section 3.2 and split as \( \delta^r = 0 \) situation.

Step 5 Nearest-neighbor search. Each training vector is assigned to the cluster whose centroid is nearest to it, according to defined distortion measure.

Step 6 Centroids updating. Each code word is updated with the centroid of training vectors that are mapped to it. Then, the average distortion can be recaculated as Equation (14):

\[
D_j = E[d(x, y_j)] = \sum_{i=1}^{N} p_i E[d(x, y_j) \mid x \in S_j^{i}].
\]

(14)

Where \( d(x, y) \) is the squared error distortion. If \( (D_{j+1} - D_j)/D_j \leq Tr \), the adaptive split coefficient vectors are calculated as described in Section 3.3 and go to Step 7; Otherwise, go to Step 5.

Step 7 If \( N = N_j \), then stop; otherwise, \( r^* = r^* + 1 \), go to Step 4.
5. Results and Analysis

The proposed algorithm is implemented on Intel processor 2.80 GHz, 2GB RAM machine. Linear spectrum frequency (LSF) [17] which is commonly used in low bit rate speech coding, is transformed from 10-order linear predictive coefficient (LPC) parameters. The LPC parameters are extracted with 22.5ms window. The experiment uses approximate 100,000 vectors for training and 130,000 vectors for testing, which are extracted from the TIMIT [18] database and the RASC863 [19] database. We get various LSF codebooks with different sizes ranging from 64 to 2048. The orthogonal M-split LBG algorithm is compared with b-split LBG algorithm and LBG algorithm using method in Ref. [13]. The algorithms are evaluated by the average spectral distortion (ASD) [20] and mean square error (MSE), which are often used as an objective evaluation of the LSF VQ performance.

Figure 2, shows codebook generation time of all methods for codebook size 512. The time of orthogonal M-split LBG algorithm (200.01s) has a reduction of 18.01% and 78.12% respectively, compared with b-split LBG algorithm (243.97s) and method in Ref. [13] (914.18s). The computational time of method in Ref. [13] is much higher than the other two methods due to large amount of empty voronoi regions.

![Computational Time of Codebook Generation](image)

**Figure 2. Comparison of Computational Time for Codebook (Size 512) Generation**

Figure 3, describes the ASD with split times, where 100,000 vectors were used for training a codebook in size of 512. Although the split times of adaptive orthogonal M-split LBG algorithm (4 times) is less than b-split LBG algorithm (9 times), the ASD of the final codebook is nearly the same as b-split LBG algorithm.
Figure 3. ASD with Split Times of 100,000 Training Vectors for a Codebook Size 512

Figure 4 depicts the ASD of the orthogonal M-split LBG algorithm with training vectors from 600 to 100,000 for codebook in size of 512. For training vectors of 100,000 frames, the ASD of adaptive orthogonal M-split LBG algorithm (2.55) is nearly the same as b-split LBG algorithm (2.54) and a little better than the method in Ref. [13] (2.57).

Figure 4. ASD with Training Vectors for Codebook (Size 512)

Table 2, shows the comparison of time, ASD and MSE for codebook of different size ranging from 64 to 2048. The computational time is reduced by 18% ~ 45% with nearly equal ASD and MSE, as compared with the b-split LBG algorithm. The orthogonal M-split LBG algorithms can reduce computational time with nearly equal VQ performance, even if the size of codebook increases. Time reduction for generating the codebooks in size of 64, 128, 256, 512, 1024, 2048 are 24.3%, 45%, 24.7%, 18%, 20.5% and 26.2% respectively compare with b-split LBG algorithm. The main reason is that adaptive orthogonal M-split method decrease split initialization times by splitting more code words with adaptive split coefficient vectors.
Table 2. Comparison of the Algorithms with Respect to ASD, MSE and TIME

<table>
<thead>
<tr>
<th>Codebook Size</th>
<th>64</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time/second</td>
<td>29.35</td>
<td>22.19</td>
<td>664.9</td>
</tr>
<tr>
<td>Avg SD/dB</td>
<td>3.19</td>
<td>3.20</td>
<td>3.20</td>
</tr>
<tr>
<td>MSE</td>
<td>0.045</td>
<td>0.045</td>
<td>0.045</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Codebook Size</th>
<th>512</th>
<th>1024</th>
<th>2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time/second</td>
<td>228.51</td>
<td>185.94</td>
<td>1073.2</td>
</tr>
<tr>
<td>Avg SD/dB</td>
<td>2.54</td>
<td>2.55</td>
<td>2.58</td>
</tr>
<tr>
<td>MSE</td>
<td>0.027</td>
<td>0.027</td>
<td>0.028</td>
</tr>
</tbody>
</table>

6. Conclusion

An adaptive orthogonal M-split method is proposed to improve the computational efficiency of split LBG algorithm, which splits one code word into 2, 4 or 5 new code words with adaptive split coefficient vectors in codebook initialization, aiming at reducing the split times and minimizing the number of iterations. The computational time is reduced by 18% ~ 45% while maintaining almost equal VQ performance. The proposed algorithm is quite general and can be applied to the multimedia compression and pattern recognition, such as image compression, low bit rate speech coding, speech recognition, etc. Future research will focus on extending the number of split code words $M$ (e.g. $M = 6, 7, 8, \ldots$) in order to get better performance.
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