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Abstract 

The prior knowledge of face scale and shape are introduced into active contour model 

for face contour segmentation. Based on the variance of each column about image and 

the gradient of variance, the face outline size and central coordinates are obtained. The 

level set functions of the collected shapes are used as training data, which are projected 

onto a low dimension subspace. The attribute reduction of training set by PCA method is 

approximated Gaussian distribution. A constructed shape prior model with facial 

personality traits is incorporated into variational level set model based on boundary and 

region to constrain the contour evolution process, and then model can be accurately 

evolved into the face boundary. Experimental results validate the efficiency of this 

method. 
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1. Introduction 

Face segmentation is a hot topic in the field of image processing and the accurate 

segmentation of face contour, also it plays a key role in face recognition, analysis of facial 

expression and understanding of various emotions [1-2]. Many factors can influence face 

detection and segmentation, such as color, light conditions, changes and representation of 

the position, the distance between camera and the main body, etc. Face segmentation 

includes two steps: face positioning and the extraction of face boundary. Many methods 

proposed for face precise positioning. T.F. Cootes [3] et al. put forward the Active Shape 

Model (ASM) which utilizes as heuristic information the feature point of the local gray 

level texture features. Consequently, it not only easily falls into local minimum but also 

results the low accuracy of face positioning. G.J. Edwards [4] et al. put forward the 

Active Appearance Model (AAM) which integrates shape and texture information. 

Compared with the ASM, the AAM improves accuracy, but it may cause the failure of 

positioning if the initial position drifts away from face due to the sensitivity of the initial 

position of the model. 

In order to solve face segmentation problems, many methods have been proposed at 

home and abroad. Féraud R [5] et al. put forward Neural network method; Wu H [6] put 

forward a fuzzy pattern matching method and Herodotou N [7] et al. proposed a new 

method based on color information and geometry knowledge. At home, Wu L.F. [8] 

proposed face segmentation algorithm on the basis of curve fitting. Although many 

scholars remain committed to the research of face segmentation, there is still no a 

definitive method which consider the various factors like light, shade, the complex 

background, and the location of facial contour. 

In the past few years, the active contour model propounded by Kass M [9] has attracted 

great attention because of its comprehensive theoretical basis and better robustness. There 

are two broad categories in the current active contour model, the parametric active 
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contour model and the geometric active contour model [10]. The parametric model is 

characterized by its concise expression and quick implementation. But difficult to deal 

with separatist or fusion topology problems occur during deformation, the geometric 

model can handle natural topology changes. Therefore, this paper employs the geometric 

model these two methods used based on level set theory, the mathematical theory basis is 

partial differential equation (PDE) [11] and the process of  solving the equation is the 

process of image segmentation. 

Caselles [12] et al put forward the boundary-based active contour model which 

is called GAC model, but the model is susceptible to the influence of the local minimum 

so that it is more sensitive to noise.  D. Mumford and J. Shah [13] proposed the region-

based M-S model, it may lead to the inaccurate boundary positioning since it only utilizes 

region information. In order to overcome the defects of the above-mentioned two models, 

researchers have introduced some prior shape information to improve the robustness of 

the algorithm. Gastaud M [14] et al. combined shape prior and statistical features for 

active contour segmentation, which tracked and segmented face in video successfully. 

Cremers D [15] used dynamical statistical shape priors to solve the moving target 

segmentation. S. Y. Yeo [16] proposed a novel level set segmentation method by using 

the statistical prior shape of the variational method. J. Y. Dong [17] proposed priori shape 

segmentation model based on principal component analysis and maximum a posteriori. P. 

H. Lim [18] combined the prior shape and Willmore Flow to drive the level set evolve, 

and applied it to spinal CT image segmentation successfully. 

Against the characteristics of face contour, this paper put forward a variational level set 

method based on region and edge which fuses face position, dimension and shape 

information. Additionally, constraint information has been merged into the energy 

function to improve the accuracy and robustness of the algorithm. 

Based on the previous discussion, the basic concepts of this algorithm are as follows. 

First, determine the region and position of face to limit the search area of the face contour 

edge. Second, position the level set based evolution curve at the edge of face which is 

guided by image gradient, regional information and priori shape, and then face 

segmentation will be achieved. 

 

2. The Novel Method Proposed in This Paper 

This paper proposes a method to estimate the size of the face contour and the center 

coordinates. The method makes full use of the characteristics of gray value to get 

four borders around the image by calculating variance, gradient and other statistics. The 

proportion of width and height of the face conforms to a Gaussian distribution and face is 

considered as ellipse approximately, thus the area of face and center coordinates are 

calculated. Finally according to the area and center coordinates, we can acquire the 

scaling, translation amount and other segmentation parameters indirectly. 

 

2.1. Left and Right Boundaries of Face 

This paper assumes a coordinate system whose origin in the upper left corner of the 

image, and the positive direction of X-axis and Y-axis are rightward and downward. 

N , M  represent width and height of the image, respectively. So the image area 

is   1,01,0  MN . The present paper uses several statistics, which is defined by: 
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Where jjj gvmean ,,
 denote respectively the mean, variance and gradient of the gray 

scale of the jth column in the image and i=1,…,M, j=1,…,N. 

In a horizontal direction from left to right, according to the image gray variance and the 

change of gradient of each column, the image can be roughly divided into five or six parts 

in Figure1. 

 

 

 

 

(a)        (b) 

Figure 1. (a)Face Division. (b)Interference Region of the Lower Boundary of 
Face 

(1) Between the left boundary of the image and the left boundary of the head image, 

scilicet ① in Figure1(a), the change of the gray scale is basically stable. The gradient of 

gray variance changes a little, and it just goes up and down near 0, as shown ① in 

Figure 3.  

(2) Between the left boundary of the head image and the left boundary of the facial 

image, scilicet ② in Figure1(a), the change of the gray scale increases sharply, and then 

slowly decreases slowly as shown ② in Figure2. The corresponding gradient also rises 

fast, then falls fast, and then begins to increase, as shown ② in Figure3. That is, gradient 

is responsive to the changing speed of variance. The greater the gradient is, the faster the 

variance changes. 

(3) Between the left boundary of the facial image and the right boundary of the facial 

image, scilicet ③ and ④ in Figure1(a), because of the mixed gray scale of facial features, 

the cluttered change of the variance and the regular variations of the corresponding 

gradient are poor, as shown ③ in Figure2.  

(4) Between the right boundary of the facial image and the right boundary of the head 

image, scilicet ⑤in Figure1(a), the law of this part is similar to ②, but just in 

the reverse order.  

(5) Between the right boundary of the head image and the right boundary of the image, 

scilicet ⑥ in Figure1(a). The law of this part is similar to ①. 
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Figure 2. Variance Sequence of Image Column    

 

Figure 3. Gradient and Division of Variance Sequence 

According to the distribution law of the image gray variance, the face of left and right 

boundaries can be calculated. Between ① and ② in Figure3, the corresponding gradient 

will have a maximal limit which is the far left boundary of the head image. Between ② 

and ③ in Figure3, there is the second maximum value whose position is the actual 

location of the left boundary of the facial image. Similarly, there is a minimum value 

between ③ and ④ in Figure3 as well as between ④ and ⑤ in Figure3. The minimum is 

entirely caused by the calculation method of the gradient. The first minimum is the actual 

right boundary of the facial image while the second is the right boundary of the head 

image. The computational process from left to right boundaries of the facial image is as 

follows: 

a. The gray-scale variance of each column of image is expressed as jv
 calculates 

according to formula (1) and (2). 

b. The gradient of jv
 which is expressed as jg

 calculates according to formula (3). 

c. Finding the max value which is assumed mg
within kggg ,, 21 

and looking for the 

first min value within km gg ,,1  , then the corresponding index number of achieved 

value is the left boundary of face which is expressed as la .  

d. Finding min value which is assumed ng
within pNN ggg ,, 1 and looking 

for the first max value within pn gg ,,1   , then the corresponding index number of 

achieved value is the right boundary of face which is expressed as ra .  
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The above four dots are marked with black dots and green dots in Figure3, 

respectively. 

 

2.2. Upper and Lower Boundaries of Face 

Similarly, we can calculate the image gray-scale variance of each row; and work out 

the upper boundary of face which is expressed as tb according to the gradient of above 

value. The characteristic of the image is the reason why we need to calculate the upper 

boundary instead of the lower boundary. As shown in Figure1 (b), due to the most of 

image is head , and that facial features are long and narrow strip in the X direction, the 

variance is more prominent and the gradient is more obvious in the row of these areas. 

Due to the differences of the clothes, the variance and gradient of the lower boundary is 

not obvious. The interferential areas mainly show in the face, eyebrows, eyes, nose, lips, 

etc. So the method is difficult to determine the lower boundary. 

The ratio of height and width conforms to the Gaussian distribution whose average is 

about 1.33 and the variance is 0.0142, through recording almost 200 homogeneous face 

images. The range is within ±0.35 by 3 standard of statistics. From the characteristics of 

variance, the volatility of ratio is low. Calculation is estimate value, so the value 

fully meets the requirements. The width of face can be gained by ra and la , as formula (4) 

shows. Width times 1.33 is the height of face, as formula (5) indicates. And tb plus the 

height is the under boundary of face. 

larawidth                                                                                                                  (4) 

33.1 widthheight                                                                                                       (5) 

 

2.3. The Area of Face and Center Coordinates 

If face is regarded as an approximate ellipse, the width corresponds to short axis and 

the height corresponds to long axis. The calculation of the area of face is shown in 

formula (6). As for the center of face, the center of left and right boundaries of face can 

instead which is denoted 0x
. The half of the distance between the upper boundary and 

the lower boundary expresses 0y
. The computational formula of 0x

and 0y  is shown in 

formula (7). 

   2/2/ heightwidthS                                                                                       (6) 
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3. The Basic Concepts of Algorithm 
 

3.1. Obtaining the Sample Sets 

The present paper chooses the facial shapes which are segmented from the 

representative 18 face images as the initial training sample set, they are shown as follows. 
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Figure 4. Original Frontal Face 

 

3.2. The Registration of the Shape Training Set 

This experiment does binarization processing on each of the facial shapes and the 

specific steps of the registration includes: translation, rotation and scaling, where 

translation formula is defined by 
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Where 1,2,...,18k  , m and n respectively denote the number of rows and columns in 

a binary image,  ,i ix y
 represents the coordinate which corresponds to the pixels in a 

binary image. k denotes the kth binary image. After calculating barycentric coordinate 

of each sample binary image, we can solve the relevant translation volume which 

responds to each referred image. The scaling formula is defined by 

    
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Where 
    , , ,k k k k

i id x y x y
denotes the Euclidean distance between the coordinate 

 ,k k

i ix y
 on the edge of the target contour and the barycentric coordinate  ,k kx y . 

So the zoom scale of the kth sample binary image can be defined by /k ls s , where 
ls is 

the average distance between point on the contour edge of the chosen referred binary 

image and the barycentric coordinate of the image. 

The final sample training set after translation, scaling and rotation is shown in Figure5. 
 

 

Figure 5. Face Contour Pan, Zoom and Rotation Mages 

 

3.3. The Level Set Expression of the Training Sample 

It is necessary to use formula of SDF to calculate the SDFs which correspond to the 

training sample shapes shown in Figure6 and level set representation of the SDFs of each 

training sample are shown in Figure6. In Figure6, the closed line denotes the contour line 
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of each training samples shown in Figure6, So far, we obtain the zero level set of all the 

training samples, which are defined by 1 2 18, ,...,   . 
  

Figure 6. Level Set Representation of Training Samples 

 

3.4. Using PAC to Establish a Prior Shape Model 

In order to reduce the redundant information, Leventon applied the PCA method to 

calculate the SDF of the contour, and improved registration process in some respects 

which are robustness, accuracy and speed. So the ideal segmentation results can be 

obtained. This paper adopts the method which is similar to Leventon M E[19]. In 

algorithm implementation process, the degree of fitting adopted in the experiment is 

p=0.98. When the cumulative contribution rate of the first t eigenvalues is equal to or 

greater than 0.98, the first t eigenvalues and the corresponding eigenvectors are chosen as 

principal components which denote the new sample shape. After decreasing dimensions 

of the SDFs by PCA method, k  meeting the requirements is equal to 9. In this way, the 

original 18 SDFs of the samples are replaced by the reconstructed 9 SDFs of the samples 

which are used as a new sample prior shape.  

The last step of PCA is the reconstruction of the data; the new SDF is gained by 

formula (10). 

pca
ˆ Ek  x                                                                                                                 (10) 

Where characteristic coefficient pcax
is the weight coefficient which has k  

patterns of change. Apparently the sample average image can be got when pcax
is zero 

vector. 

Figure 7 shows the average image and 9 images which use main model reconstructions 

separately. In subgraph (1) ~ (9), the left-hand image is using 2 i serve as characteristic 

coefficient while the right-hand image is using -2 i serve as characteristic coefficient. 

They all change within their own space on the basis of the average image. 
 

(1)  (2)  (3)  

(4)  (5)  (6)  

(7)  (8)  (9)  

(10)

 

Figure 7. Graphics Reconstruction by the Main Mode  

As shown in Figure7, the changes of subgraph are less obvious from (1) ~ (9). 

Moreover, there are few changes in subgraph (4) ~ (9). The proportion of eigenvalue in 

each model can see analogue. Through calculating, the proportion of each eigenvalue is 
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P= {0.5595, 0.2174, 0.1167, 0.0355, 0.0233, 0.0202, 0.0158, 0.0063, 0.005} , and the 

fitting of the first three characteristic patterns of degree is 0.8932. 

 

4. Level Set Method Based on Prior Information 
 

4.1. Prior Scale Information 

First, the boundary location of the facial position can be automatically obtained before 

segmentation, then we calculate the area of the face and center coordinates. The mean 

area of prior shape divided by the area which gets by this method is scaled estimated 

value S . Besides that, the center of mean image of prior shape minus the center which 

estimates by present method is translation vector. The calculation formulas are shown as 

follows: 

0/mS S S                                                                                                                       (10) 

0

0

( , )
m

m

x x x
T x y

y y y

 
 
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                                                                                                  (11) 

Where mS   is mean area of prior shape, mx
denotes center of the X coordinate and my

 

stands for center of the Y coordinate, and 0S , 0x , 0y respective denote mean area of prior 

shape, center of the X coordinate and center of the Y coordinate which by present method. 

 

4.2. Level Set Model Based on Prior Shape 

Segmentation method in this paper is a combination of shape priori information, edge 

information and regional information. The energy functional is as follows: 

),,x,x()x,x,( outinTpcaregionrboundarybTpcashapes uuFFCFF                          (12) 

Where               
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Where C is active contour,  is interested target shape function given by PCA, pcax
 is 

the vector of characteristic coefficient of PCA, XTh is a set of elements of geometric 

transformation parameterized by Tx . g is a edge function, in and out  are internal and 

external region of zero level set  , inu
and outu

 are flat approximate of the original image 

I within in and out . rsb  ,, are arbitrary positive constants, which are used to 

balance the contributions of  boundary, shape and area respectively.  denotes the zero 

level set function, we can use the level set framework to represent the functional F which 

is as follows: 

          
 dHHdxfF outTpcainrTpca  ˆx,xˆx,x,                (16) 

Where            
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Where  H is often replaced by regularized Heaviside Function which is defined by: 
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The derivative of 
H is defined as follows, which is called as 

 x  
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Where  is regularization parameter and it is 1.5 in the experiment. Formula (21) is 

revised as follows: 

          
 dHHdxfF outTpcainrTpca  

ˆx,xˆx,x,  (21) 

The evolution equation of minimizing the functional F is as follows:  
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Where ),,(x TsT  , s , , T  denote scaling factors, rotation factors and translation 

amount respectively. 
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5. Experimental Results and Analysis 
 

5.1. Experimental Results 

Figure8 is the segmentation result of the ten 110140 front face image which adopts 

fixed default initial parameter, where scaling factor is 1, rotation factor is 0 and 

translation amount )0,0(T . 

It can be seen from Figure9 that the proposed method segments the facial contour 

almost correctly.  

 
 

Figure 8. The Results with Default Parameters 

 

 

 

Figure 9. The Results of the Proposed Method 

 

The actual value, experimental value and its error of the area and the center coordinates 

of the face are shown in Table1 and in Table2. 

Table 1. Area of Face 

Number 1 2 3 4 5 6 7 8 9 10 

Actual value 5206 4711 3592 4460 2933 3360 3269 3283 2844 3820 

Experimental 5700 5387 3326 4434 3266 2916 3610 3088 3448 3699 

Value error 494 676 266 26 333 444 241 195 604 121 

Using 3σ standard can gain that the range of area is 4.632 and the range of x , y  

coordinates is 03.5 and 8.13 . Most errors of facial area are within 500 and 

center coordinates are within 10.The previous errors are tolerated through the actual 

segmentation effect. 

The parameters of formula (18) and formula (24) are shown in Table 3. 

The corresponding scale parameters of all image are {1.051, 1.112, 1.3012, 1.2012, 

1.3344, 1.4543, 1.2868, 1.3997, 1.3174, 1.2697}, and the initial translation amount are {(-

4.5795,-21.421),(-5.0795,-5.0212),(-0.5795,-7.5212),(-5.3295,-8.4712),(-

5.8295,1.8288),(-3.3295,10.929),(-8.3295,-15.571),(-3.5795,0.8788),(-1.5795,-7.2212),(-

13.58,2.3788)}. 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol. 9, No. 7 (2016) 

 

 

Copyright ⓒ 2016 SERSC  103 

From Figure10 we can see that the method proposed by this paper is feasible. Although 

parameters gained by this method are not correct completely, their errors almost do not 

affect the segmentation method. 

Table 2. The Center Coordinates of the Face 

Number 1 2 3 4 5 6 7 8 9 10 

Actual value 56.7 

80.06 

62.09 

71.62 

50.67 

77.29 

56.63 

73.19 

60.15 

58.44 

54.91 

54.10 

59.16 

77.39 

50.65 

60.92 

51.71 

76.16 

66.40 

81.84 

Experimental 57 57.5 53 57.75 58.25 55.75 60.75 56 54 66 

89.4 73 75.5 76.45 66.15 57.05 83.55 67.1 75.2 65.6 

Value error 0.3 4.49 2.33 1.12 1.9 0.84 1.59 5.35 2.29 0.4 

8.8 1.83 1.79 3.26 7.71 2.95 6.16 6.18 0.96 16.24 

Table 3. Parameter Setting 

Parameter βb βs βr μ 

Value 1 0.5 100 50 

 

In Figure10 from left to right, the first column denotes the original images, the second 

column denotes segmentation results by the C-V method[20], the third column denotes 

segmentation results by GAC, and the last column segmentation results from the previous 

method. 

In the first row, Figure10 (a) is a 110140 grayscale image and we can see that the C-

V method is able to segment other regions within the active contour. The segmentation 

speed of the GAC method is slower than that of the C-V method, and edge leakage 

phenomenon may occur because the fuzzy boundaries. 

In this method we set the scaling equal to 1.1023 and the translation amount is (-

5.5374,-5.5132), and the effect of face segmentation is ideal. Even if it goes on iterating, 

the shape of the active contour is remained stable for this approach basically. 

In the second row, Figure10 (a) adds the obstacle factitiously which is beyond the 

scope of face. Figure10 (b) is a segmentation result which utilizes the C-V 

method through iterating 100 times. Figure10 (c) is a segmentation result which utilizes 

the GAC method through iterating 2800 times. Figure10 (d) is a segmentation result 

which utilizes the present method through iterating 1200 times. We can see that 

segmentation result of this method is ideal. Although under the interference of obstacles, 

it can still segment the facial contour correctly.  

In the third row, Figure10 (a) is a front face image that wears a mask; if the C-V 

method iterates 100 times, the GAC method iterates 2100 times. The scaling is 1.0783 and 

the translation amount is (-3.5795,-20.621) when use the present method. As can be seen 

from the segmentation results, obstacle and face are divided into two regions for the C-V 

method and the GAC method, while segmentation method described in this paper meets 

the requirements of the face segmentation basically. 

In the last row, Figure10 (a) is a facial fuzzy image. The C-V method iterates 

100 times, the GAC method iterates 2100 times and the novel method iterates 480 times. 

The scaling is 1.2652, and the amount which obtained automatically and translation are (-

6.5795,-27.321).So we can see that this method has good robustness for fuzzy image 

segmentation. 
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Figure 10. (a)Original Image (b)C-V Method (c)GAC Method (d)The Proposed 
Method 

  

5.2. Experimental Analysis 

The paper adopts misclassification error as the evaluation algorithm of experiment 

results, and the formula is shown as follows: 

   
 B

BABA

SArea

SSAreaSSArea
ME


                                                                                  (22) 

Where we set As  to segmentation contours and set Bs to object contours. The 

smaller ME is, the better segmentation result is. Algorithm segmentation result is 

consistent with the manual segmentation result when ME is 0. 

Table 4. The MEs for the Different Methods 

Method Mean ME 

C-V 17.3912 

GAC 6.4136 

Our method 0.3215 

 

The contrast of misclassification error of 200 front face image segmentation results usi

ng three above-mentioned algorithms is shown in Table4. Experiments show that 

segmentation effects of the C-V method and the GAC method are not ideal, two mean 

ME are 17.3912 and 6.4136, respectively. But the method in this paper can gain better 

segmentation results and the mean ME  is 0.3215 which is smaller than that of the method 

of C-V and GAC. 
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6. Conclusion 

The present paper puts forward the method which can compute the image face 

boundary through in-depth analysis of the image characteristics. Theoretical analysis and 

experimental results prove that the method is effective and workable. It can avoid 

factitiously set parameters and increase the adaptability of image segmentation. In the 

level set segmentation model based on edge and region, statistical prior shapes are 

introduced to improve the robustness of the segmentation. In addition, the complexity of 

the algorithm operation is improved due to prior shape. Future research will focus on the 

cases which have few differences between the brightness of background and foreground, 

and we are still able to segment effectively and precisely. 
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