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Abstract

According to the inherent deficiency of traditional beamformer on anti-noise and lateral resolution, this paper proposes a method based on the combination of Chirp-coded and adaptive dual focusing beamformer (CARDFB). Firstly, Chirp-coded technology is introduced to improve the transmitting average power, and then the dual focusing beamformer and adaptive beamformer are combined to obtain a higher quality beamforming signal. Finally, the signal filtered with matched filter is used for imaging. Experimental results indicate that the proposed CARDFB algorithm can achieve higher lateral resolution, better main-to-side lobe ratio and are more robust to noise compared with traditional dynamic focusing combined with adaptive focusing beamformer.
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1. Introduction

Beamforming is an important part of ultrasound imaging system. The traditional delay and sum (DAS) algorithm is easy to achieve. However, its poor performance of lateral resolution, signal-to-noise ratio (SNR) and imaging contrast cannot meet the requirement in many occasions [1]. Ref. [2-4] introduce coded excitation to improve the imaging contrast, vertical resolution and robustness to noise, however, the coded excitation is ineffective to improve the lateral resolution. Recently, virtual source element [5-8] and adaptive beamforming algorithm [9-11] are widely used in sonar detection and ultrasound imaging systems. Virtual source technology can improve the lateral resolution of the image and deepen the investigation depth by increasing the number of array elements in virtual to widen the receiving aperture. However, the application of virtual elements always increases the sidelobe and the artifacts that will decrease the overall quality of the ultrasound image.

To solve this problem, a method combining the adaptive algorithm with virtual element technique is proposed. The adaptive filter [11-13] is introduced to process the echo signal received by the virtual element, which can effectively suppress the sidelobe and artifacts; however, its performance of robustness and the axial resolution cannot be improved.

According to the advantages of the above algorithms, a combination method based on Chirp-coded and adaptive robust dual focusing beamformer is proposed in this paper. To investigate the effectiveness of the proposed method, the experiments of static-scatter targets imaging are conducted.

The basic theory of Chirp-coded excitation, pulse compression and adaptive algorithm are described in Section II. The Chirp-coded, adaptive robust dual focusing beamforming
algorithm is illustrated in Section III. The investigation of the proposed method with experiments are conducted in Section IV and the conclusion is drawn in Section V.

2. Chirp-Coded Excitation Theory and Adaptive Weighting Algorithm

2.1. Chirp-Coded Excitation and Pulse Compression

Chirp-coded signal is widely used in radar system, and its complex expression is given by

$$p(t) = a(t) \cdot \exp \left\{ j2\pi \left[ f_0 \cdot \left( \frac{B}{2T} \right) \cdot t + \frac{B}{2T} \cdot t^2 \right] \right\}, 0 \leq t \leq T$$

(1)

where $a(t)$ is the amplitude, $f_0$ is the central frequency, $T$ is the total duration and $B$ is the bandwidth.

The compression ratio (CR) of Chirp signal can be defined as $CR = TB$. When the bandwidth $B$ is constant, the CR will change with the duration. However, the Chirp-coded excitation can not improve the lateral resolution of the ultrasound imaging.

The pulse compression is performed with matched filter at the receiver. For the echo signal without attenuation, the matched filter is the autocorrelation of the signal. If $a(t)$ in Equation (1) is a rectangle signal $	ext{rect}(t/T)$, then the output signal of the matched filter is

$$R_{pp}(\tau) = \int_{-\infty}^{\infty} p(t) \cdot p^*(t+\tau) \, dt = \frac{\sin \left[ \pi Y \frac{\tau}{T} \right]}{\pi Y \frac{\tau}{T}} e^{j2\pi \frac{\tau}{T}}$$

(2)

where $Y = CR$.

The output signal of the matched filter approximates the impulse function that diminishes the frequency modulation, but the sidelobe remains high.

2.2. Adaptive Weighting Algorithm

For a equally-spaced $M$ elements, some point-scattering targets are in near field. The output of the beamformer is

$$y(k) = w^T(k)X_d(k) = \sum_{i=1}^{M} w_i(k) x_i(k-D_i)$$

(3)

where $k$ is the sequence number, $X_d(k) = [x_1(k-D_1), \ldots, x_M(k-D_M)]^T$ is the focusing delay, $w(k) = [w_1(k), \ldots, w_M(k)]^T$ is the weighting vector, $D_i$ is the delay of each channel. If $w(k)$ is a unit vector, Equation (3) is the traditional delay and sum algorithm (DAS). When $w(k)$ is real-timely calculated from the received data, Equation (3) is the adaptive beamforming algorithm.

The Capon algorithm is the most widely used method in adaptive beamforming which can be expressed by [14]

$$\min_{w} w^T R_{nn} w, \text{subject to } w^T a = 1$$

(4)

where $w$ is the optimal weighting vector needed to be solved, $R_{nn}$ is a $M \times M$ spatial covariance matrix, $a$ is the steering vector. By using the Lagrange multiplier, the solution to (4) is given by

$$w_{opt} = \frac{R_{nn}^{-1} a}{a^T R_{nn}^{-1} a}$$

(5)
In fact, the exact $R_{in}$ cannot be obtained and should be estimated as accurate as possible. In general, $R_{in}$ in Equation (5) is estimated through spatial smoothing method [15-16] and it can be represented as

\[
\hat{R} = \frac{1}{M - L + 1} \sum_{i=M-L-1}^{M} X_i^H(k)[X_i(k)]^H
\]

where $L$ is the subarray number, $X_i^H(k)=[x_d^i(k), x_{d+1}^i(k), \ldots, x_{d+L-1}^i(k)]$ is the output vector, $[\cdot]^H$ is the conjugate transpose of $[\cdot]$. Actually, $\hat{R}$ is a sample covariance matrix.

3. Chirp-Coded Adaptive Robust Dual Focusing Beamforming

The Chirp-coded adaptive robust dual focusing beamforming (CARDFB) consists of two beamforming stages and a memory for storing the intermediate data from the first beamforming stage (BF1). Chirp-coded excitation is applied in the first part. The virtual element (VE) acts as a focus for transmitting and receiving [17]. The first stage is conducted by BF1 with echo signals receiving from channels. The output data of BF1 are stored in the FIFO buffer. In the second stage, the adaptive weighting vector is real-timely obtained according to the data read from FIFO buffer, and then the adaptive beamforming is conducted by BF2. After the second focusing, the pulse compressing is conducted. At last the data for imaging is obtained. The scheme of CARDFB is shown in Figure.1.

![Figure 1. Schematic Diagram of CARDFB](image)

3.1. The First Beamformer (BF1)

The first beamforming stage is to construct and store a set of focusing lines by sliding the sub-aperture. These 1st stage lines are obtained with a single focal point in both transmitting and receiving process. The transmitting focal point is considered as a virtual source (VS). BF1 has a fixed receiving focus and this focal point is considered as a virtual receiver (VR). When the VS and the VR coincide, the focal points can be considered as a virtual transducer element (VE). The process of obtaining the scanning line in BF1 stage is shown in Figure 2 (a). Figure 2 (b) shows the delay calculation of BF1.
Figure 2. Generation of Scanning Line and Delay Calculation of BF1

In Figure 2(b), \( d \) is the pitch width, \( Z_v \) is the depth of virtual element, \( F\# \) is F-number, the number of the linear sub-aperture is \( L=Z_v/F\#/d^{[17]} \), \( D=L\times d \) is the size of the sub-aperture. Set the center of the sub-apertures as reference points, then \( x_i \) and \( \tau_i \) of the \( i\)-th sub-aperture can be calculated from Equation (7):

\[
\begin{align*}
  x_i &= \left(i - \frac{L+1}{2}\right) \cdot d, \quad i = 1, 2, ..., L \\
  \tau_i &= \frac{\sqrt{x_i^2 + Z_v^2} - Z_v}{c}
\end{align*}
\]  

(7)

The \( n \)-th scanning line \( S_n(t) \) can be obtained as:

\[
S_n(t) = \sum_{i=1}^{L} W_{BF1}(i) s_i \left(t - \frac{L}{c} - \tau_i\right)
\]  

(8)

where \( W_{BF1} \) is a dynamic apodization function, in this work we choose Hanni

3.2. The Second Beamformer (BF2)

In general, a single image point is represented in multiple BF1 image lines obtained from multiple emissions. This is exploited in BF2, where each of sample is constructed by selecting a sample from each of those output lines from BF1, which contain information from the spatial position of the image points and summing a weighted set of these samples. When multiple virtual elements exist simultaneously, the acoustic field will superpose. Equation (9) shows the method for confirming whether a sample \( ii \) is in the acoustic field of virtual element \( jj \) [18-19].

\[
K_{jj,ii} = \begin{cases} 1, & \text{if } d_x/d_z \leq \tan \theta_a \\ 0, & \text{if } d_x/d_z > \tan \theta_a \end{cases}
\]  

(9)

where \( d_x \) is the lateral distance between the sample point and the corresponding virtual
element, \( d_z \) is the axial distance, \( \theta_a \) is the half aperture angle. \( K_{jj,ii}=1 \) indicates the sample is inside the acoustic field of the virtual element, and it’s an effective sample. The delay of any sample point \( ii \) to virtual element \( jj \) is expressed as

\[
\tau_{jj,ii} = \pm \frac{2Z_v}{c} \sqrt{\frac{d_x^2 + d_z^2}{c}}
\]  

(10)

where “\( \pm \)” refer to whether the image point is above or below the corresponding
corresponding virtual element. The half aperture angle \( \theta_a \) can be obtained by

\[
\theta_a = \arctan \frac{D}{2Z_v} = \arctan \frac{1}{2F\#}
\]  

(11)

The geometric relationship between \( \theta_a \) and virtual element is shown in Figure 3.
In the second stage, point-by-point focusing beamforming is adopted. The delay of other points can be calculated with Equation (11). The data of number $n$ scanning line from BF2 is

$$H_{a,a}(t) = \sum_{j=1}^{N} W_{BF2}(j) K_{j,j} S_{j,a}(t - \tau_{j,a}), \quad ii = 1, 2, ..., M$$

(12)

where $W_{BF2} = w_{opt}$ is the corresponding adaptive weight, $M$ is the number of total sample points, $N$ is the number of scanning line of BF1, $S_{j,j}(t)$ is the signal of number $ii$ sample point on the number $jj$ scanning line of BF1. $\tau_{j,j}$ is the delay of point $ii$ relative to number $jj$ VE.

4. Experimental Results

The proposed CARDFB method is investigated in Field II [20]. The images of point targets are obtained by different beamforming algorithms. The axial and lateral resolution and robustness are extracted and compared to the traditional beamforming algorithms, such as dynamic receive focusing (DRF), adaptive beamforming (AB) [14], dual focusing beamforming (DFB) [18] and dual focusing adaptive beamforming (DFAB) [14-18].

In the experiment, the fixed point transmitting and dynamic receiving focusing are employed. The element number of the linear array is $N=128$. The center frequency of transmitting signal is 3.5MHz, the sampling frequency is 50MHz, the pitch is $d=0.48$mm and the speed of ultrasound is $c=1540$m/s. The dynamic range of images are normalized from -40dB to 0dB.

For DFB, DFAB and CARDFB methods, the depth of VE is $Z_v=20$mm. The F-number $F#=2$. For CARDFB algorithm, the center frequency of Chirp signal is 3.5MHz, the fractional bandwidth is 80% and the duration of the Chirp code is 10μs.

4.1. Resolution Investigation

There are 16-point targets distributed within the depth from 60mm to 95mm and 16mm width, the axial interval is 5mm, and the lateral interval is 2mm. The simulation results with different methods are shown in Figure 4(a) and the comparison of lateral curves at the depth of 85mm are shown in Figure 4(b).
Figure 4. Simulation Comparison of Different Beamforming Methods

As can be seen from Figure 4(a), the DRF has the worst lateral resolution ability among the five methods, and it cannot distinguish the neighboring targets. In order to investigate the capabilities of lateral resolution and the sidelobe suppression of the proposed method, the lateral curves at the depth of 85mm is further analyzed. The mainlobe of DRF is the widest, and correspondingly the lateral resolution is worst, AB method is better than DRF. The mainlobe width at -6dB of DFB, DFAB and CARDFB are 0.58mm, 0.46mm and 0.4mm respectively.

4.2. Robust Investigation

Since the ultrasound imaging systems are always inevitably interfered by various noises. Figure 5 shows echo signals of short pulse excitation and Chirp-coded excitation polluted by the Gauss white noises, and the SNR is 10dB.

Figure 5. The Comparison of Noise-polluted Echo Signals between Different Excitation
Figure 6 shows the images polluted by noises. The quality of all the images are degraded. The DRF almost has no anti-noise capability. AB algorithm has some of anti-noise capacity, however the artifacts is serious. The DFB algorithm has poor anti-noise capability. The DFAB algorithm has better anti-noise performance than DFB. For the CARDFB algorithm with Chirp-code excitation, the noises are sharply restrained by the matched filter and the adaptive weight algorithm, therefore, the quality of the image is greatly improved.

![Noise-polluted images of different beamforming methods](image)

(b) The comparison of lateral curves at the depth of 85mm with 10dB Gauss White noise

**Figure 6. The Effect of Gauss Noise on Image Reconstruction**

Figure 6 (b) shows the lateral curves of different methods at the depth of 85mm. The main-to-side lobe ratio (MSR) is the amplitude ratio between the mainlobe and the biggest sidelobe. The bigger the MSR is, the more energy the mainlobe concentrates, and correspondingly, the less artifacts and better contrast the image owns. As can be seen from Figure 4 (b) and Figure 6 (b), the MSR with noise-polluted or not can be obtained. The MSR contrast is listed in Table 1. The analyzed axial curve is at the depth of 85mm. For DRF the width of the mainlobe is so wide, the sidelobe is covered. Therefore, the related data of DRF is not listed in Table 1.

**Table 1. MSR Contrast Before and After Adding Noise(Unit: dB)**

<table>
<thead>
<tr>
<th>Imaging algorithms</th>
<th>Noise free</th>
<th>Noise polluted</th>
<th>Rate of change</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>30</td>
<td>13</td>
<td>57%</td>
</tr>
<tr>
<td>DFB</td>
<td>60</td>
<td>12</td>
<td>80%</td>
</tr>
</tbody>
</table>
From table 1, we can find whether the noises exist or not, the MSR of CARDFB is always the biggest, and the sidelobe is the lowest, which indicates the best performance of robustness against noises.

It should be mentioned that in this paper the duration of Chirp signal is 10us. The impact of the duration of Chirp-coded signal on MSR and detecting depth should be studied in the future.

5. Second and Following Pages

In this paper, we propose a new beamforming method CARDFB that fused the advantages of Chirp-coded excitation, adaptive weighting and dual focusing beamform. The scheme can be used in ultrasound imaging. Experimental results indicate that the proposed method can improve the lateral resolution, suppress the sidelobe and strengthen the robustness to noises. The proposed method can provide efficient reference for designing high quality ultrasound imaging system.
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