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Abstract 

Vein-based biometrics is a newly developed technology for personal recognition, and it 

is widely used in practice and intensively studied. This paper proposes a method for palm 

vein recognition based on the directional information derived from local binary patters. 

In the proposed method, palm vein images are firstly enhanced using a multi-scale 

Gaussian matched filter to emphasize vein patterns before feature extraction. After that, 

local binary patterns are extracted from the enhanced palm vein images. Considering that 

the direction is the most discriminative feature of veins, the directional information is 

then computed from the local binary patterns. The computed palm vein features are 

represented as binary series, therefore, similarities can be computed efficiently by binary 

operation. Experiments carried out over the near infer-red band of the PolyU 

multispectral database shows the superiority of the proposed method on verification 

accuracy to some state-of-the-art literatures. 
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1. Introduction 

Biometrics, which uses human physical or behavioral traits for personal identification, 

is a prominent technology for security. For the past few decades, biometric technology 

has gained great improvement.  

Among all the traits which are frequently used for personal recognition, physical traits 

from human hand, including fingerprint [1- 2], palmprint [3-4], hand geometry [5-6], 

palm vein [7-9], and finger vein [10], etc, attracted particular interest, because traits from 

hands are easier to acquire by acquisition devices and can provide reasonable accuracies. 

These two characteristics of hand traits make them very competent for establishing 

practical biometric systems. 

Using vein features from hand is a new trend in recent biometric researches. Vein 

features which can be used for personal recognition include palm vein, dorsal hand vein, 

and finger vein. The chemical property of blood in vein makes it absorbs more infer-red 

lights than the tissues around it, and thus vein structures can be clearly captured under 

infer-red illuminations in either reflective way or transmit way by an infer-red sensed 

image sensor. This is the basic principle of vein photography. Besides the property of 

hand traits mentioned above, the most distinguishing advantage of vein features is that 

they are difficult to fake, because veins lie under human skin, and can hardly be seen in 

visual light, so it is difficult to fake a person’s vein features in biometric systems. 

Because of their particular advantages, hand veins are usually used for establishing 

biometric systems. From the literatures, hand vein recognition methods fall into one of the 

following two categories, i.e., structure-based ones and texture-based ones. 
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Structure-based methods are based on the structural characteristics of vein patterns, 

which are stable throughout human life. Hence, it is believed that structure-based features 

are more robust to the variances of imaging conditions than texture-based features. 

Structural features that can be extracted from vein patterns include points, curve- or line-

like features, structure of vein nets, etc. Zhang [11] used Gaussian matched filter to 

convolve the palm vein image, and obtained vein structure information by binarizing the 

response image. Huang [12] extracted finger vein by using a wide line detection operator. 

Wang [13] proposed a dorsal hand vein recognition method based on cross points and 

ending points extracted from vein skeleton. Miura [14] investigated finger vein 

recognition by using the repeated line tracking algorithm. Another advantage of structure-

based methods lies on that the structural features are relatively stable over the variances of 

the quality of palm vein images. However, in structure-based methods, vein images 

preprocessing is usually needed to get the vein skeletons, and therefore, the accuracy of 

such methods may be affected by the performance of preprocessing algorithms. Besides, 

since only the structure information is used as features, and other discriminative 

information is ignored, the accuracies of structure-based methods are usually not so high 

as those of texture-based methods. 

Compared with structure-based methods, the idea of texture-based methods are more 

straightforward. They consider vein patterns as textures, and vein recognition as texture 

classification issues. In such methods, texture feature extraction algorithms are used for 

representing vein features. Han [15] used Gabor filters to convolve with vein images for 

extracting vein features, and then a nearest neighbor classifier was employed for 

recognition. Yang [16] extracted vein features by using the energy values of the responses 

of steerable filters. Bu [17] proposed an orientation of local binary pattern method for 

vein recognition. They used Gaussian matched filter to enhance vein images, and then 

encoded the orientations of local binary patter features, and finally, the Hamming distance 

was employed for feature matching. Lee [8] proposed a palm vein recognition method 

based on directional code which is extracted from the response of 2D-Gabor-filtered vein 

images.  

Palm vein recognition method proposed in this paper can be seen as a texture-based 

one. Considering that the directional information is a distinguishing feature of vein, the 

method proposed in this paper is based on the directional information derived from a 

texture descriptor, i.e., the LBP. The flowchart of the proposed method is shown in Fig. 1. 

Palm vein images are preprocessed to enhance vein patterns. From the enhanced images, 

the directional features based on LBP are extracted. Angular distances are used to 

compute distance measurements for recognition. The proposed method employs the 

directional information of vein patterns, and at the same time takes the advantage of 

multi-resolution analysis bringing by the LBP. This characteristics of the proposed 

method makes it get a higher recognition accuracy then the considered literatures shown 

in the experiments. 

In the following part of this paper, we will describe in detail each component of the 

proposed method with experiments and analysis. The rest of this paper is organized as 

follows. Section 2 presents the way for deriving directional features from LBP, in which 

the LBP is firstly reviewed followed by the strategies for deriving directional features. 

Section 3 provides each of the components of the proposed hand vein recognition method. 

Experiments with analysis are presented in Section 4 and Section 5 concludes the work. 
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Figure 1. Block Diagram of the Proposed Method 

2. Palm Vein Image Preprocessing 

Palm vein image preprocessing includes region of interest (ROI) extraction and palm 

vein image enhancement. ROI extraction aims at clipping a most informative region from 

the whole image, which serves as an image aligning procedure to remove the translation 

and rotation of images introduced in the data collection, and at the same time to reduce 

the complexity of the following processing. In this work, the ROI extraction method used 

in Ref. [3] is employed, and a ROI palm vein image with dimensions of         is 

clipped.  

To enhance vein patterns and suppress noises, palm vein images are enhanced by using 

a multi-scale Gaussian matched filter [18], which contains multi-scale matched filtering 

and scale production. The multi-scale Gaussian matched filter is expressed as Eq. (1): 

{
 
 

 
  (     )      . 

  

  
 /   

| |                                             

| |  
  

 
                                          

             (1) 

where                ,                 , (     )  is the center of the 

filter,   is the direction of the filter, and    is the standard deviation of the filter along   

axis.   is the mean value of the filter,   is the length of the filter in   axis, and   is a scale 

parameter controlling the filter size. With different values of    and  , filters of different 

scales can be generated. With these filters, vein patterns with different scales can be 

enhanced. The filters are used to convolve the palm vein images and the largest response 

with respect to   is taken as the final result, as shown in Eq. (2): 

  (   )      ( (     )   (   )) (2) 

where  (   ) is the palm vein image, and  (   ) represents the convolution response. In 

this paper, the values of   are selected as   *            +. 

The scale production is defined as the product of filter responses at two adjacent scales, 

i.e.,  

   (   )     (   )       (   ) 
(3) 

where    (   ) and      (   ) are the responses of two matched filters, whose scales are 

adjacent. 
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Figure 2 shows an example of preprocessed palm vein image, in which Figure 2 (a) is 

the original palm vein image, Figure 2 (b) is the filtered image under scale 1, Figure 2 (c) 

is the filtered image under scale 2, and Figure 2 (d) is the final enhanced image. 

    

(a) ROI image (b) Enhanced image 
with scale 1 

(c) Enhanced image 
with scale 2 

(d) Final enhanced 
image 

Figure 2. Results of Palm Vein Preprocessing 

3. Feature Extraction and Similarity Measurement 
 

3.1. A Brief Review of LBP 

The Local Binary Patterns (LBP) [19] is an effective texture descriptor which can 

characterize the variance of spatial structure of an image patch. Given a central pixel in 

the image, a real number, which is the LBP value of the pixel, is computed by comparing 

its intensity value with those of its neighborhoods, as expressed in Eq. (4): 

       ∑   (     )   
   

 

   

 (4) 

where    is the intensity value of the central pixel,    is the intensity value of its  th 

neighboring pixel,   is the number of neighbors,   is the radius of the neighborhood, and 

   ( ) is the sign function, i.e.,  

   ( )  {
     
     

 (5) 

If the location of the central pixel is (   ), the location of its  th neighbor is given by 

(      (    )       (    )). If the locations of the neighboring pixels are not in the 

center of grids, they can be estimated by interpolation. 

Figure 3 shows some examples of neighbor sets for different configurations of   and  , 

in which the neighborhood is circularly symmetric. 

 

3.2. Deriving Directional Features from LBP 

LBP can effectively describe the local texture patterns of images by computing the 

local intensity variances. As is known, the direction is an important property of textures, 

and the direction of LBP can then reflect the directional characteristics of local textures. 

On the other hand, existing study on vein recognition shows that directional features are 

effective in representing vein patterns, either in texture-based or structure-based methods. 

Therefore, we intend to develop a methodology that can extract directional information 

from LBP descriptors for palm vein feature representation. 
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Figure 3. LBP Neighbor Sets Under Different Configurations of   and   

There are many possible ways for extracting directional information from LBP. A 

typical example is the method proposed by Bu in Ref. [17], in which the middle position 

of longest ‘0’ series in a LBP is computed as its direction, and experiments in their work 

showed that the direction information extracted from LBP is effective for vein recognition. 

The reason why the direction information of LBP is effective for vein recognition lies in 

that in an enhanced vein image, the vein regions have higher intensity values than those of 

the surroundings, and the value of LBP can reflect whether the local region from which 

the LBP is computed locates at a vein region, and further, the direction of the vein is 

reflected by the binary patterns of LBP. 

However, in Bu’s work, they take only a     squared neighborhood for LBP, which 

causes a loss of multiple scale and multiple resolution characteristics of LBP. As a result, 

the multi-scale and multi-resolution property of vein patterns cannot be effectively 

represented.  

In this work, we propose a method for deriving directional features from LBP based on 

Bu’s conception by exploiting the multiple scale and multiple resolution characteristics of 

the LBP. The proposed feature extractor can extract more detailed directional features 

from palm vein images. 

To extract directional features from an LBP descriptor, the first step is to define a 

coordinate system for the descriptor. In this paper, we set up a coordinate system in a LBP 

descriptor as shown in Figure 4, in which the location of the center pixel of a LBP 

descriptor is defined as the origin of the coordinate, and the left and right direction are the 

positive directions of the two axis, respectively. 

As was used in Ref. [17], the direction of a LBP descriptor is defined as the middle 

position of the longest ‘0’ series in the descriptor, which is formally written as: 

          [
         

 
]        (6) 

where       and     are indices of the starting and ending positions of the longest ‘0’ 

series in the LBP, and , - function returns an integer that is no larger than a decimal value. 

    is the arithmetical complement operation. 
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Sample point

 

Figure 4. The Setup of the Coordinate System for an LBP Descriptor 

Through this way, the descriptor can describe the directional property of vein patterns 

of different scales. Figure 5 shows some visual examples of the LBP direction with 

different   and   values, from which it can be seen that larger   value tends to get 

smoother results, and larger   value can represent vein patterns with larger scales. 

    

(a) Original image (b)         (c)         (d)          

Figure 5. Some Visual Example of the Direction of LBP 

3.3. Similarity Measurement 

The results of feature extraction using the proposed method is an integer varies in the 

range ,     -, indicating the index of the direction in the coordinate shown in Figure 4. 

The similarity of such features should reflect the difference between any two directions, 

and it can be defined as Eq. (7): 

 (   )  {
   . (   )   (   )   ( (   )   (   ))/     

   . (   )   (   )   ( (   )   (   ))/     
 (7) 

where  (   ) and  (   ) are the feature value of two palm vein feature maps at location 

(   ), respectively, and   is the resolution, i.e., number of neighborhood points in LBP. 

Eq. (7) indicates that the distance of two directions is defined as the minimal angular 

between two directions, which is referred as angular distance. 

Having the distance measurement of feature value, we can then define the distance 

between two palm vein feature maps, as is shown in Eq. (8): 

  
 

 
∑∑ (   )

 

   

 

   

 (8) 

where   and   are the dimensions of the palm vein feature map image, and the 

coefficient     guarantees that the distance value   ranges in ,   -. 

To improve the computational efficiency, the feature value obtained by Eq. (8) can be 

encoded as binary values, and thus, the distance measurement of two palm vein feature 
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maps can be computed by binary operation. According to Ref. [20], the encoding rule can 

be represented as Eq. (9) (here we restrict that the value of   is even): 

 (     )  {
     (   )       
                                     

 (9) 

Having the encoded representation of the feature value, the similarity measurement can 

be computed by Eq. (10), which can be effectively implemented by logical operations. 

  
 

 
∑∑∑  (     )   (     )

   

   

 

   

 

   

 (10) 

where   (     ) and   (     ) are the  th binary values of the encoded feature values 

of palm vein feature maps   and  , respectively, computed using Eq. (9).  

 

4. Experiments and Discussions 
 

4.1 Dataset 

To evaluate the performance of the proposed feature extractor, a most commonly used 

public dataset is taken into consideration, namely, the PolyU multispectral palmprint 

database [21] (the NIR spectrum). The PolyU multispectral palmprint images were 

collected from 250 volunteers. In total, the database contains 6,000 images from 500 

different palms for the NIR illumination. Along with the original image, the clipped ROI 

images are also provided. Figure 6 shows some of the ROI images of the NIR spectrum 

from the database. For the experiments, half of the images from each palm are randomly 

selected as the training set for parameter optimization, i.e., 3,000 images for training and 

3,000 images for evaluation. 

   

Figure 6. Some Samples of the NIR Spectrum from the PolyU database (ROI 
Images) 

In this paper, all the experiments are evaluated by the equal error rate (EER). To 

compute EER, every two samples in the considered database are matched, if the two 

sample from the same person (class), the matching is counted as a genuine matching, 

otherwise, an impostor matching. The false acceptance rate (FAR) and the false reject rate 

(FRR) are then computed using the matching scores, and finally, the point where FAR 

equals FRR is taken as the EER. 

 

4.2. Results of Verification 

In this experiment, we intend to evaluate the performance of the proposed method 

comparing with some of the state-of-the-arts on palm vein recognition. In the experiment, 

the parameters   and   are set to 16 and 3 whose values are selected by using a cross-

validation scheme. The results are listed in Table 1 and the ROC curves of all the methods 

are plotted in Figure 7. Along with the results in Table 1, the results of some methods 

without image enhancement are also reported for comparison, which are listed in brackets. 
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Table 1. Verification EER (%) 

methods EER 

Lee [8] 0.32 

Zhang [11] 0.23 

Zhou [7] 0.004 

Bu [17] 0.040 (9.0040) 

Proposed (        ) 0.0017 (0.13) 

 

Figure 7. ROC Curves of the Considered Methods (With Enhancement) 

From Table 1 and Figure 7, we can see that the proposed method over the considered 

dataset obtains the highest accuracies compared with the referred literatures, since the 

proposed method takes into consideration of the directional information of palm vein 

patterns, which is believed to be the most discriminating features of veins. The method 

proposed by Lee [8] is a typical texture-based method, which used Gabor filters to extract 

texture feature from palm vein images. As is explained in this paper, such methods tend to 

be easily affected by noises. Method proposed by Zhang [11] can be seen as a structure-

based method, but they used only the location information of vein patterns, and therefore, 

other information is loss. Bu’s algorithm [17] just used a     block neighborhood to 

compute LBP, and much multiple resolution and scale information are loss, and therefore, 

the accuracy is lower than the method proposed in this paper. Moreover, it also can be 

seen from the results that the image enhancement improves the accuracy of the proposed 

method since vein patterns are enhanced and at the same time background pixels are 

suppressed by the enhancement. 

 

4.3. Multi-Scale Analysis 

In the first experiment, the radius and the number of neighborhood of LBP are set to 3 

and 16, respectively. As is known, the LBP is essentially multi-resolution, and hence, the 

proposed method also has the multi-resolution version by setting different values of   and 

 . 

It is obvious that different resolutions of the proposed method can gain different 

performances when applied to palm vein images since the vein patterns are essentially 

multi-scaled. To decide an optimum values of parameters   and  , we perform an 

exhaustive selection procedure taking the verification EER as the criterion. 
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The results of the proposed method with multi-scale are listed in Table 2 and plotted in 

Figure 8. From the results we can see that the accuracies are apparently affected by the 

scale and resolution. Generally, the higher the resolution, the higher the accuracies can be 

obtained. Besides, a larger scale will result in a lower EER, and this can be attributed to 

the fact that     is more close to the scale of the vein patterns in the images.  

Table 2. Verification EER of Multi-Scale (%) 

          

    0.039 0.029 

    0.027 0.016 

    0.013 0.0017 

 

4.4. Multimodal Analysis 

Multimodal biometrics is a frequently used technology for enhance the accuracy and 

security of personal recognition system. The proposed method aims at extracting 

directional information from texture images, and therefore, theoretically, it is supposed to 

be effective for feature extraction of other biometric modals.  

In this experiment, besides the palm vein images, we apply the proposed algorithm to 

palmprint images to evaluate its performance over palmprint recognition. Moreover, we 

also construct a bi-modal biometric system using palm vein and palmprint, since 

palmprint and palm vein image can be captured at the same time, and therefore, a bi-

modal biometric system using palmprint and palm vein are the most frequently used in 

practical systems. 

For palmprint images, the proposed method is directly applied to the images, and the 

parameters (values of   and  ) are also selected over cross-validation. The dataset 

considered in this experiment is the blue spectrum of the PolyU multispectral palmprint 

database. The results are listed in Table 3.  

 

Figure 8. A Figure that Demonstrate Multi-Scale 
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Table 3. Verification EER of Palmprint (%) 

          

    5.38 4.11 

    0.33 0.12 

    0.24 0.067 

From Table 3, we can see that the proposed method is not so effective over palmprint 

images as those over palm vein images. This is because the directional information 

extracted in this paper is based on the LBP, which is verity sensitive to the noises. 

Compared with palm vein images, palmprint textures are finer, and therefore, they are 

much easier to be affected by noise. 

To enhance the verification accuracy, a multimodal biometric system is established 

using palm vein and palmprint images. The score level fusion is used form multiple modal 

fusion as shown in Eq. (11): 

               (   )           (11) 

where       and            are the distance measurement of palm vein and palmprint, 

respectively.   is the weight whose value is decided by cross-validation on the training 

dataset.  

The results of multimodal system is further improved as 0.0012% EER. We can see 

that after fusion, the verification accuracy of the proposed method are further enhanced, 

which is higher than either single modal of palmprint and palm vein. 

 

5. Conclusions 

In this paper, a palm vein recognition method based on directional information derived 

from local binary patterns (LBP) is proposed. Experiments are conducted on a publicly 

available database. The results show that the proposed method can effectively represent 

palm vein features and therefore obtain a high verification accuracy. This can be 

attributed to the fact that the directional information, which is the most discriminative 

information of vein patterns is employed. Besides, we show that the proposed method can 

also be used in palmprint recognition. Due to its effectiveness in representing both palm 

vein and palmprint features, the proposed method can be employed in bi-modal biometric 

systems, which can obtain a further higher accuracy than any single modal. Moreover, the 

distance measurement computation is implemented using binary operation, the efficiency 

of the proposed method can be guaranteed, and therefore it can be employed in online 

biometric systems. 
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