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Abstract 

In Bilateral Total Variation (BTV) regularized super-resolution reconstruction (SRR), 

the fidelity item is only applicable to a specific noise model, and the fixed weight of BTV 

regularization term cannot adapt to the changes in an image. Thus, this paper proposes a 

SRR algorithm based on the Tukey fidelity term and adaptive BTV regularization term. 

The Tukey fidelity term has a more effective outliers suppression feature to deal with 

complex noises, and the weight of adaptive BTV regularization term can resize itself 

according to the changes of image textures, which can achieve the purposes of 

suppressing noises and preserving edges. Experimental results show that, compared with 

other algorithms, the proposed algorithm has better vision effects and higher Peak 

Signal-to-noise Ratio (PSNR) values. 

 

Keywords: Super-resolution; Image reconstruction; Tukey norm; BTV; Adaptive 
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1. Introduction 

Image super-resolution reconstruction (SRR) is a process that fuses low resolution 

(LR) images, combined with the certain priori, to reconstruct a high resolution (HR) 

image with more details [1-2]. Currently, SRR has been widely used in medicine, remote 

sensing, military surveillance, image compression and other imaging fields [3-6]. The 

concept of image SRR was firstly proposed by Tsai and Huang [7], then gradually 

developed [8]. Its early research focused on the frequency domain, but it is difficult to 

integrate into the image priors, so the current research mainly focuses on the spatial 

methods, which mainly include: non-uniform interpolation [9], the iterative back 

projection (IBP) [10], projection on convex sets (POCS) [11], the maximum a posteriori 

(MAP) method [12-13], the learning method [14], the regularization method [15-22], etc. 

Image SRR is essentially a kind of inverse problem, which is often ill-posed. An 

effective way to solve the ill-posedness is regularization. He and Kondi [15] used L2 

norm and Tickhonov regularization for SRR, which adopted an adaptive regularization 

parameter to adjust the weights of the LR frame in the reconstruction process; Ng et al. 

[16] proposed a SRR algorithm based on L2 norm and the Total variation (TV) 

regularization. Because the L2 fidelity term is especially sensitive to data which are not 
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based on specific model, Farsiu and Robinson [17] proposed a SRR algorithm based on 

L1 norm and used the Bilateral Total Variation (BTV) operator as the regularization. To 

preserve the edge better, Li et al. [18] proposed a regularization method based on local 

adaptive BTV, and the experimental results verified the effectiveness of the improved 

algorithm; Yuan et al. [19] put forward a SRR algorithm based on the spatially weighted 

TV regularization. In order to improve the robustness of the algorithm, Patanavijit et al. 

[20] put forward a SRR algorithm based on Huber norm, and proposed the algorithm 

based on the Lorentzian norm in [21]. Pham et al. [22] proposed the algorithm based on 

gauss error norm which can more effectively suppress outliers. Patanavijit et al. [23] also 

combined the Tukey's Biweight norm and Tikhonov regularization to conduct image 

SRR, and the experimental results demonstrated the superiority of the proposed SRR to 

other SRR methods based on L1 and L2 norms.  

Generally, fidelity terms in BTV regularized SRR algorithms are based on L1 or L2 

norm for specific noise model, and are much sensitive to other model data. Besides, the 

fixed weight coefficient of BTV regularization cannot adapt to the changes of image 

details. In this paper, a SRR algorithm based on Tukey norm fidelity term and adaptive 

BTV regularization is proposed. Tukey norm fidelity term, which gives the outliers zero 

weight, is suitable for processing complex noise; while adaptive BTV regularization 

considers the gradient features of the input gray image based on BTV. By defining 

a quantity which is called Local Relative Gradient Difference (LRGD) we introduce the 

adaptive weight, which enhances the detail information in the reconstructed image. The 

algorithm can obtain better reconstruction results for different noise models, and can 

keep edges well. 

 

2. Image Observation Model and Super-Resolution Reconstruction 

Usually, p  observed images can be obtained from the high-resolution image through 

the motion, blurring, downsampling, and noise-adding. The observation model [24] is 

expressed as: 

k k k k k
Y D H F X E      pk ,...,2,1                                                                          (1) 

Assuming p  LR images known with size of 
1 2

N N . They are arranged as vector 

k
Y   with size of 

1 2
1N N  ;  X  represents the original HR image with size of 

1 1 2 2
L N L N . 

1
L   and 

2
L  are upsampling factors in row and column respectively. 

k
F  

and 
k

H  represent the distortion matrix and blurring matrix (PSF) respectively with 

size of 
1 1 2 2 1 1 2 2

L N L N L N L N ; 
k

D  is the downsampling matrix with size of 

1 2 1 1 2 2
N N L N L N ; 

k
E  represents additive noise with size of 

1 2
1N N  . 

According to imaging model proposed by Elad [25], when the imaging 

equipment and external conditions are fixed, the blurring matrix and the 

downsampling matrix are constant and used in p  low-resolution images, that is 

k
H H ,

k
D D . Therefore, equation (1) can be written as: 

k k k
Y D H F X E       1, 2 , ...,k p                                                                      (2) 

According to the image observation model represented in equation (2), the task 

of SRR is to obtain the estimation of the original HR image by reconstructing the 
p  observed LR images, which is typically an inverse problem. The cost equation 

based on the MAP framework is as follows: 

 
1

p
l

k k l
k

J X D H F X Y



 ∑                                                                                (3) 
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Then, the problem that SRR needs to solve is to minimize the cost equation 

above with respect to X . The corresponding expression is as follows: 

 a rg m in
X

X J X                                                                                         (4) 

3. Tukey Norm 

To make the cost function convex, generally the value range of l   is limited to 

1 2l  . Also, to simplify the calculation, 1l    or 2l  , namely, L1 norm or L2 norm is 

adopted. L2 norm is the optimal estimation corresponding to Gaussian noise, which is 

extremely sensitive to abnormal values caused by the outliers. When there are other kinds 

of noises, the effect of reconstruction is poor. Meanwhile it can cause over-smoothing to 

images. L1 norm is the maximum likelihood estimation for the Laplace noise model[17]. 

Compared with L2 norm, L1 norm can effectively remove the influence of outliers. But 

when the noise satisfies the Gaussian distribution, the result deviates greatly. L1 norm 

can preserve the image details, but in a flat area it can cause contour effect, which leads 

to the distortion on the image. Apparently, the L1 norm and L2 norm both have some 

limitations. 

In 1996, Black [26] proposed the M-estimation to restore image for the first time. 

M-estimation is a commonly used method in the field of statistics, which is an 

extension of the classical maximum likelihood (ML) estimation. It has the 

advantages of low complexity and good robustness, therefore, it has been widely 

used in image processing. In the cost function, the M-estimation norm can 

guarantee the image details, while effectively suppress outliers. In M-estimation the 

common used norms are Huber norm, Lorentzian norm, Tukey norm, etc.  

SRR based on norm estimation can be formulated as a more general form: 

 
1

a rg m in

p

k k

X k

X D H F X Y


 -∑                                                                          (5) 

Where      represents the consistency between observation and real data, 

namely it takes a certain method to measure the distance between the 

two quantities. To minimize  
1

p

k k

k

D H F X Y


-∑ ,     we selected should be able to 

minimize the effect of  k k
D H F X Y-   on the measurement, namely a small weight 

should be given when  k k
D H F X Y-   is large to some extent. Changes in weights can 

be seen from the influence function      which is obtained from derivation 

calculus to norm    . The formulas of the functions      and their influence 

functions      are expressed in Table 1, where   is called the scale factor. 

And the corresponding graphs of the influence functions are shown in Figure 1.  

Whether the influence function of the norm is continuously bounded can 

determine robustness of the estimation method. If the influence function is 

continuously bounded, outliers won't result in noticeable deviation in estimation 

results. As can be seen, the influence function of L2 norm is unbounded, which is 

different from M-estimation. When the residual continuously increases, the value of 

L2 norm influence function is of linear growth, resulting in serious deviation.  
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Table 1. Formulas of the Norms and Their Influence Functions 
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Figure 1.The Influence Functions of Norms 

According to the bounded influence function, M-estimation can be divided into 3 

categories [27]: 

1) M-estimation method with the monotonic influence function: when the 

residual is greater than the threshold, influence function is constant, that is, uniform 

weighted values are distributed to the observation. L1 and Huber estimation belong 

to this type of M-estimation method.  

2) M-estimation method with soft fall back influence function: when residual 

tends to infinity, influence function is close to 0. Lorentzian estimation belongs to 

this kind of M-estimation method.  

3) M-estimation method with hard fall back influence function: when residual is 

greater than the threshold, influence function is rapidly weakened to 0. Tukey 

estimation is one of them. 

Along with the increase of the residuals, the values of influence function in the 

second and the third types of estimation methods decrease. Then the outliers’ 

influence on the estimation also gradually decrease, thus, the M-estimation with fall 

back influence function has better robust performance. Tukey norm has hard fall 

back influence function which will rapidly approach to 0 when the residual is 

greater than the threshold, that is, zero weight is given to the outlier. Thus Tukey 

norm can suppress the outliers better. Therefore, this paper introduces the Tukey 

norm in M-estimation that has a better robust performance to replace the commonly 

used L1 and L2 norms.  
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In M-estimation, the scale factor   is the threshold value that is able to 

distinguish between outliers and model data. Namely, when the absolute value of 

the residual x   of the observation data is greater than  , the observation data is 

identified as an outlier. When x is less than  , Tukey norm is approximately 

equivalent to the L2 norm, which can smooth the image. Contrarily, when x is 

greater than  , namely, the outlier appears, the value of the influence function 

approach to 0 rapidly, which means zero weight is given to the outlier. That is, 

outliers can be strongly suppressed. Thus it can more effectively improve the 

robustness of the algorithm by introducing Tukey norm into the data fidelity term.  

The selection of  has a great influence on the effect of the algorithm. There are 

a variety of criteria for judgment of outliers, such as Pauta criterion, Chauvenet 

criterion, Grubbs criterion, etc. The Median Absolute Deviation (MAD) method 

proposed in [28] is used to select the value of  in this paper, which is simple in 

calculation and easy to be understood. Comparison of the relative performance of 

the selection methods of  will be validated in the experimental section. The 

formula is: 

   1 .4 8 2 6 1 .4 8 2 6 ( )M A D I m e d ia n I m e d ia n I


     -                                        (6) 

Where I   represents the set of observation data. 

 

4. SRR Algorithm Based on BTV Regularization 

Considering the existence of all kinds of noises, as the blurring matrix is a highly ill-

posed sparse matrix [29], the SRR is typically an ill-posed inverse problem. That is, the 

solution of the equation cannot meet the three conditions: the existence, the uniqueness 

and the stability. In 1977, Tikhonov proposed the regularization method to solve the ill-

posed problem [30]. By introducing regularization term into the cost equation, solution 

space can be restrained, the influence of noise can be minimized, and solution of the 

inverse problem can be stabilized, which makes the problem a well-posed one with a 

unique solution. Regularization term is generally composed of image prior information 

such as image gray scale information and edge information, which is usually in the form 

of penalty function in the cost function. The cost equation with regularization term is as 

follows: 

     
1

p

k k

k

J X D H F X Y X  


 -∑                                                                  (7) 

Where the first term is called the fidelity term, which reflects the fitting degree 

between the observation data and the original data. The second term is the 

regularization item, which represents the constraints to regularity of the solution 

such as smoothness.   is the regularization parameter, which is used to adjust the 

relative influence of the two terms above on the reconstruction image. If  is too 

large, the high frequency information will decrease greatly, which will make the 

image details missing and the reconstruction image too smooth. If  is too small, 

the fidelity of the image is too high, which cannot restrain noise and eliminate the 

ill-posedness well.  

The design of the regularization term directly affects the reconstruction effect. At 

present, the commonly used regularization terms are Tikhonov regularization, the 

Total Variation (TV) regularization, and Bilateral Total Variation (BTV) 

regularization. BTV has the constraints to spatial relationships as well as gray 

relationships between image pixels, thus BTV regularization can suppress noise 

while better maintain image edge features.  
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BTV regularization can be expressed as follows[17]: 

1
0

( )

p p

m l l m

B T V x y

l p m

X X S S X 


  

                                                                 (8) 

where, l

x
S   and m

y
S   respectively represent matrix operators in the horizontal 

direction translating l pixels and in the vertical direction translating m  pixels; 

1

l m

x y
X S S X  represents the difference of X  in different scales;   is the weight 

coefficient, and 0 1  . 

 

5. SRR Algorithms based on Tukey Norm Fidelity Term and Adaptive 

BTV Regularization 

The size of the weight coefficient   for BTV regularization has an important 

influence on keeping the image local details. On the one hand, smaller  can sharpen 

image edge well, but can bring a lot of noise to the image; on the other hand, larger  can 

effectively suppress the influence of noise, but will cause the image edge blur. Therefore, 

how to select the appropriate  is very important. The adaptive weight ( , )i j  is 

introduced in this paper, namely each pixel has a different weight. Weights are selected 

according to the local gray features of different pixel points. The smaller value is selected 

for the area with rich details; the larger value is selected for the area with flat grey values. 

In this paper, we use ( , )z i j  defined in (11) to quantitatively represent the flatness 

of the area, and we define it as Local Relative Gradient Difference (LRGD). We use 

the way of local window to calculate the value. The size of the selected local 

window is    2 1 2 1M P Q   , in this paper we set 2P Q  . 

1
( , ) ( , ) ( , )

j Qi P

s i P t j Q

z i j X s t x i j
M



 



- -

-∑ ∑                                                                 (9) 

1
( , ) ( , )

j Qi P

s i P t j Q

x i j X s t
M



 



- -

∑ ∑                                                                             (10) 

Where ( , )x i j   represents the local gray average, and ( , )z i j   represents the LRGD 

value of the HR image in the area of ( , )i j . However, in many cases, the original HR 

image has not been given, so ( , )z i j  in formula (11) cannot be calculated, thus 

limiting the application of this method. In this case, the initial HR image 
0

X  

obtained by the spline interpolation can be taken to replace the original HR image. 

Large ( , )z i j   indicates that there is large difference within pixels, which means 

smaller   is needed to sharpen the edge; and vice versa. So we can see that weight 

( , )i j   has negative relation with ( , )z i j . ( , )i j  is taken as following: 

1
( , )

1 ( , )
i j

z i j
 


                                                                                      (11) 

It is easily seen that ( , )i j   meets the condition 0 1  . 

It is assumed  
1 1 2 2

1 2
, , . . . ,

m l m l m l

L N L N
d ia g   

  


  , which is called adaptive weight 

matrix. BTV regularization with the introduction of adaptive weight matrix is as 

follows: 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol. 9, No. 5 (2016) 

 

 

Copyright ⓒ 2016 SERSC  405 

 
1

0

( )

p p

l m

S B T V x y

l p m

X X S S X

  

                                                                     (12) 

Then, the cost function of SRR algorithm based on the Tukey norm fidelity term 

and adaptive BTV regularization is expressed as: 

     
1

1 0

p p p

l m

T u k e y k k x y

k l p m

J X D H F X Y X S S X 

   

                                            (13) 

The steepest descent method is used to minimize the cost equation. After 

derivation calculus to  J X , we can get: 

       
- -

1 0

p pp

T T T l m l m

X k T u k e y k k x y x y

k l p m

J X F H D D H F X Y I S S A s ig n X S S X 
   

     - - -∑       (14) 

Then the successive iteration is conducted, and the final iteration formula is:  

 

   

1

1

0

p

T T T

k T u k e y k n k

k

n n p p

l m l m

x y n x y n

l p m

F H D D H F X Y

X X

I S S A s ig n X S S X











 

  

 
  

 
   

   
 
 



 

                                 (15) 

Where   is the iteration step. In order to accelerate the convergence of the 

algorithm, larger   is generally selected at the beginning of the iteration, then the 

value is gradually reduced to improve the precision of the algorithm.  

In conclusion, the basic steps of the SRR algorithm proposed are as follows:  

1) The low-resolution images after image registration are projected to the grid of 

high resolution image, then the spline interpolation is implemented to obtain the 

initial high-resolution image 
0

X  and the number of iterations is initialized as 0n  ;  

2) The gradient  X n
J X   of the cost function  J X  in the nth iteration is 

solved;  

3) The current high resolution image is iteratively updated, 

 1n n X n
X X J X


   ; 

4) The terminating condition is determined:  

If 

2

1 2

2

2

n n

n

X X

X




-
≤ , the iteration is terminated and 

1n
X


 is obtained as the final HR 

image; Otherwise, set 1n n  , and skip to step 2) to continue with iteration.   is 

the preset threshold. 

 

6. Experimental Results and Analysis 

Mean Square Error(MSE), Signal-to-noise Ratio(SNR) and Peak signal-to-noise 

Ratio(PSNR) are the most commonly used evaluation criteria of image and video quality. 

In this paper, PSNR is used to quantitatively estimate the quality of image reconstruction, 

which has simple algorithm and clear physical meaning. And the terminating condition is 

set: 

2

1 2

2

2

1
n n

n

X X

X

 - 4
-

≤ 0 . 

Firstly, In order to verify the impact of the scale factor   on the algorithm 

performance and the relative superiority of the MAD method, we conduct a set of 

simple experiment.  
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256 256 Camera image is chosen, first we use the symmetric Gaussian lowpass 

filter of size 5 5 with standard deviation 1 to blur the original image, then shift it 

in the horizontal and vertical direction ranging from 1 to 2 pixels which are 

randomly obtained, next we downsample the image with the sampling factor of 2 to 

get 4 LR images with the size of 128  128. To compare the ability of the algorithm 

to suppress outliers more intuitively, we add salt and pepper noise whose density is 

0.01 to the LR images. And we guarantee that other parameters are set consistent in 

the experiment: 0 .1, 0 .7 , 1, 2p      . Figure 2 shows the experimental results 

of the Tukey algorithm with different selection methods of  : (a) represents the LR 

image, (b) represents the result of spline interpolation amplification, Figure (c) 

represents the result of Tukey algorithm with Median method, which means the 

median of the pixel values of the HR image 
n

X  obtained from each iteration is 

assigned to  to conduct the next iteration, (d) represents the result with Mean 

method, which uses the mean of the pixel values of the HR image 
n

X  obtained from 

each iteration to substitute  , (e) shows the result of Tukey algorithm with the 

fixed constant  , where we use the mean of the result of the spline interpolation 

0
X  to assign  , and (f) represents the result of Tukey algorithm with the MAD 

method we mentioned above. And Table 2 lists the corresponding PSNR values. 

 

(a) LR image (b) Spline interpolation 

 
(c) Median method 

(d) Mean method 
 

(e) Fixed constant 
method 

(f) MAD method 

Figure 2. SRR Results with Different Selection Methods of   

Table 2. PSNR Values for Reconstruction Results (Unit: dB) 

 Spline 

interpolation  

MAD 

method 

Median 

method 

Mean method Fixed constant 

method 

PSNR 19.7351 22.0726 21.2276 21.3479 21.3571 

 

Of course, it can be seen from Figure 2, compared with the spline interpolation 

the reconstruction effects of Tukey algorithms with different methods of choosing 

 have improved to some extent. Figure (c) has more faint spots compared with (d)

，(e) and (f), which affects the image quality. That is, from visual effects the result 

of Tukey algorithm with Median method is worse than those of Tukey algorithms 
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with Mean method, Fixed constant method, and MAD method. Although it looks 

that the effect of (e) is better than that of (d),  in Figure (e) is a constant obtained 

by
0

X , which cannot adjust itself with the iteration. Thus the effect of the Fixed 

constant method cannot be determined. By comparison, we can see that Figure (f) is 

clearest and has more significant details. Particularly in the face of the man, Figures 

(c), (d) and (e) are relatively vague, let alone the edges of the man and the tripod 

of the camera. The values in Table 2 are consistent with the visual effects. PSNR 

value of the Tukey algorithm with MAD method is relatively higher than those of 

the other methods. So the effect of MAD method is better compared with the other 

methods, which can better suppress outliers and maintain image edges and details. 

Thus, we use the MAD method to choose   in the following experiments.  

Then with the above experimental data we verify the effect of different selection 

of regulation parameter 
 

!

! !

n

r n r



on the reconstruction of the Tukey algorithm. 

The corresponding results are shown below, which are PSNR values of 

reconstruction images obtained by different  . 
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Figure 3. PSNR Values for Reconstruction Results of Different    

As can be seen from the figure, the appropriate selection of  can effectively 

improve the quality of image reconstruction. In this experiment, PSNR values are 

largest when 0 .1  , too small  cannot restrain noise and eliminate the ill-

posedness well, too large  results in the loss of image details. Both cases degrade 

the quality of the reconstructed image.  

In order to verify the validity of the proposed algorithm in this paper, the image 

spline interpolation amplification, BTV algorithm based on L2 norm (L2 + BTV), 

BTV algorithm based on L1 norm (L1 + BTV), BTV algorithm based on Tukey 

norm (Tukey + BTV) and the algorithm proposed in this paper (Tukey + SBTV) are 

respectively implemented. Basic comparison is with the spline interpolation 

amplification, and the selection of BTV algorithm based on L2 norm and L1 norm 

is to verify the effectiveness of the introduction of the Tukey norm fidelity term. 

The comparison between the proposed algorithm and Tukey-based BTV algorithm 

illustrates the effectiveness of the adaptive BTV. In the experiment, the iterative 

step 


 we selected declines from 1.0 to 0.1 gradually.  

Lena image is selected, the size of which is 256  256. According to the 

observation model, the image is respectively blurred, translated, downsampled, and 

degraded by noise to generate 4 LR images with the size of 128 128, where the 

averaging blur operator is 3  3, translation ranges from 1 to 2 pixels, and the 

coefficient of downsampling is 2.  



International Journal of Signal Processing, Image Processing and Pattern Recognition  

Vol. 9, No. 5 (2016) 

 

 

408   Copyright ⓒ 2016 SERSC 

To compare the robustness of different algorithms, we apply 5 kinds of 

reconstruction algorithms respectively to the gaussian noise model, salt and pepper 

noise model and hybrid noise model containing two kinds of noises to conduct the 

contrast experiments. In Figure 4 we add Gaussian white noise of mean 0 and 

variance 40 to the images. Salt and pepper noise whose density is 0.01 is added to 

the LR images in Figure 5. In Figure 6, the two kinds of noises are included. 

Figures 4, 5, and 6 are respectively LR images with different noises and the 

reconstruction results of 5 kinds of algorithms, and Table 3 shows the PSNR values 

obtained by different reconstruction algorithms. In the experiment we set: 

0 .1, 2p   , and for all the other BTV algorithms   is 0.7 except the proposed 

algorithm, which is adaptive. 

From visual effects, Figures (b) in the above three groups of images, which are 

the results of the spline interpolation, have the worst effects for no priori 

introduced. They are used as the initial HR images 0
X

 of BTV algorithms in this 

paper, which have odd anomalies along the edges. Thus, BTV algorithms can be 

compared on the unified basis of 0
X

, and the edges of some of the results of the 

algorithms also appeared outliers, by which can better reflect the capacity of 

outliers suppression of different algorithms. Figures (e) have better effects than 

those of Figures (c) and (d) in each set of images, which show clearer images, more 

obvious outlines and less outliers along the edges. Thus the algorithm based on 

Tukey norm has better visual effects than those of algorithms based on L2 norm and 

L1 norm, which means the algorithm can effectively suppress the noises, and 

maintain image edges to a certain extent. The algorithm based on Tukey norm has 

better reconstruction results for LR images with different noises, especially in 

Figure 5, LR images with salt and pepper noise, image restoration effect is more 

obvious. It demonstrates the superiority of Tukey-based method for suppressing 

outliers, and the algorithm can be applied to different noise models.  

 

 

(a) LR with Gaussian 
noise 

 

(b) Spline interpolation (c) L2+BTV 

(d) L1+BTV 
 

(e) Tukey+BTV (f) Tukey+SBTV 

 Figure 4. SRR Results for Gaussian Noise 
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(a) LR with salt and 

pepper noise 
(b) Spline interpolation (c) L2+BTV. 

   
(d) L1+BTV (e) Tukey+BTV (f) Tukey+SBTV 

Figure 5. SRR Results for Salt and Pepper Noise  

 

   
(a) LR with hybrid noise (b) Spline interpolation (c) L2+BTV 

   
(d) L1+BTV (e) Tukey+BTV (f) Tukey+SBTV 

Figure 6. SRR Results for Gaussian Noise Plus Salt and Pepper Noise 

Figures (e) and (f) in the three groups of images are both based on the Tukey 

norm. From the comparison, it can be seen that Figures (f) have more clear details 

and better noise suppression effect than Figures (e), which shows the abilities of 

adaptive BTV regularization to keep local details and to suppress noises. And there 

are almost no odd anomalies along the edges in Figures (f), which fully 

demonstrates the ability of the proposed algorithm to remove outl iers. 

Table 3 lists the PSNR values of the reconstruction results in different 

algorithms, which are in keeping with visual effects. The PSNR values of spline 
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interpolation are the smallest. The PSNR values of BTV algorithm based on Tukey 

norm are improved comparing with those of the original BTV algorithms based on 

L2 norm and L1 norm, and the PSNR values of adaptive BTV algorithm based on 

Tukey norm is improved comparing with the BTV algorithm based on Tukey norm.  

Table 3. PSNR Values for Reconstruction Results of Different Algorithms 

(Unit: dB) 

 Gaussian noise 

(var=40) 

Salt and pepper noise 

(D=0.01) 

Hybrid noise 

(var=40,D=0.01) 

Spline interpolation 23.4183 19.6537 20.5993 

L2+BTV 24.1061 20.2832 20.9284 

L1+BTV 23.9628 21.0415 21.5511 

Tukey+BTV 24.5394 22.1743 22.6745 

Tukey+SBTV 24.7803 22.7940 23.1749 

 

In order to verify the applicability and effectiveness for the reconstruction of 

different images by the algorithm proposed, the remote sensing image of 256  256 

is set to conduct the experiment above. We obtain 4 LR images of size 128  128 

with the same operation as the previous experiment, where 3  3 Gaussian blur 

kernel is selected to degrade the image, translation ranges from 1 to 2 pixels, and 

the downsampling factor is 2. Gaussian white noise we added is of mean 0 and 

variance 40, and Salt and pepper noise we adopted is of density 0.01. The 

reconstruction results of LR images with different noises by different algorithms 

respectively are shown in the following three groups of images. The corresponding 

PSNR values of different reconstruction algorithms are listed in Table 4. In the 

experiment we set: 0 .0 8 , 2p   , and   is set to 0.7 except the proposed 

algorithm, which is adaptive. 

Apparently, as shown in Table 4, the experimental data results are consistent 

with the visual effects. Compared with other algorithms, the proposed algorithm has 

better reconstruction effects for LR images with different noises. Similarly, since 

the BTV algorithms are all based on the results of spline interpolation, odd 

anomalies along the edges still remain in the reconstruction results of some 

algorithms. As is shown, the outliers along the edges of the results of Tukey-based 

algorithm have been greatly reduced, let alone the proposed algorithm. The 

reconstruction results by algorithm based on Tukey norm are better than those by 

algorithms based on L2 norm and L1 norm. The proposed algorithm can effectively 

suppress the noise, make image clearer and obtain higher PSNR values. By the 

adaptive BTV algorithm based on Tukey norm, to which the adaptive weight 

coefficient is introduced, more image details are recovered and better edge -

preserving is verified from visual effects, and the corresponding PSNR values have 

improved.  
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(a) LR with Gaussian 
noise 

(b) Spline interpolation 
 

(c) L2+BTV 

(d) L1+BTV (e) Tukey+BTV (f) Tukey+SBTV 

Figure 7. SRR Results for Gaussian Noise 

   
(a) LR with salt and 

pepper noise 
(b) Spline interpolation (c) L2+BTV 

   
(d) L1+BTV (e) Tukey+BTV (f) Tukey+SBTV 

Figure 8. SRR Results for Salt and Pepper Noise  

   
(a) LR with hybrid noise (b) Spline interpolation (c) L2+BTV 
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(d) L1+BTV (e) Tukey+BTV (f) Tukey+SBTV 

Figure 9. SRR Results for Gaussian Noise Plus Salt and Pepper Noise  

Table 4. PSNR Values for Reconstruction Results of different Algorithms 

(Unit: dB) 

 Gaussian noise 

(var=40) 

Salt and pepper noise 

(D=0.01) 

Hybrid noise 

(var=40,D=0.01) 

Spline interpolation 22.1908 20.0866 19.4423 

L2+BTV 22.8819 20.7650 19.8224 

L1+BTV 22.5271 21.5053 20.3043 

Tukey+BTV 23.5826 22.5692 21.3431 

Tukey+SBTV 23.7860 23.0507 22.7127 

 

The SRR by the image containing texts is used to verify the improvement of the 

reconstruction effects of the proposed algorithm below. Similarly, a series of 

degradation operation are implemented to produce 4 LR images of size 128 128, 

where 5 5 Gaussian blur operator is adopted, translation also ranges from 1 to 2 

pixels, and the downsampling factor is 2. In the experiment Gaussian whi te noise 

we added is of mean 0 and variance 80, and Salt and pepper noise is of density 

0.02. Image reconstruction results of different algorithms with different noises are 

shown in the figures below, Table 5 lists the corresponding PSNR values. 

Experimental parameters are set below: 0 .0 6 , 2p   , and   is 0.7 except the 

adaptive algorithm we proposed. 

From visual effects, the reconstruction effect of the image with salt and pepper 

noise by the algorithm based on L1 norm is better than that of the algorithm based 

on L2 norm. But to the images with other noises, the reconstruction effects by the 

algorithms based on L1 norm and L2 norm are similar. With different noises, the 

effects of the SRR based on Tukey norm are significantly better than those of 

algorithms based on L1 and L2 norm, which means the images are clearer and 

noises are suppressed more obviously. The results of the adaptive reconstruction 

algorithm introduced are the best. Compared with the algorithm based on Tukey 

norm, the texts are clearer and the noise suppression is better, which means the 

abilities of denoising and detail-preserving have been improved. Meanwhile, the 

odd anomalies along the edges are almost eliminated, which verifies the capacity of 

the proposed algorithm to suppress outliers. The PSNR values of the results listed 

in Table 5 are consistent with the visual effects. The PSNR values of algorithm 

based on Tukey norm are higher than those of algorithms based on L1 and L2 norm, 

while the PSNR values of the proposed algorithm are improved compared with 

algorithm based on Tukey norm.  

In conclusion, compared with other four kinds of reconstruction algorithms, the 

proposed algorithm can obtain better visual effects and higher PSNR values, and 

can be well adapted to SRR with different noise models, which verifies the 

effectiveness of the algorithm proposed in this paper. 
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(a) LR with Gaussian 
noise 

 

(b) Spline interpolation (c) L2+BTV 

(d) L1+BTV (e) Tukey+BTV (f) Tukey+SBTV 

Figure 10. SRR Results for Gaussian Noise  

   
(a) LR with salt and 

pepper noise 
(b) Spline interpolation (c) L2+BTV 

   
(d) L1+BTV (e) Tukey+BTV (f) Tukey+SBTV 

 

Figure 11. SRR Results for Salt and Pepper Noise 
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(a) LR with hybrid noise (b) Spline interpolation (c) L2+BTV 

   
(d) L1+BTV (e) Tukey+BTV (f) Tukey+SBTV 

 

Figure 12. SRR Results for Gaussian Noise Plus Salt and Pepper Noise 

Table 5. PSNR Values for Reconstruction Results of Different Algorithms 

 (Unit: dB) 

 Gaussian noise 

(var=80) 

Salt and pepper noise 

(D=0.02) 

Hybrid noise 

(var=80,D=0.02) 

Spline interpolation 21.6826 18.5408 18.8151 

L2+BTV 22.2150 18.8375 19.0922 

L1+BTV 22.0319 19.3986 19.8612 

Tukey+BTV 22.8747 20.9389 20.5337 

Tukey+SBTV 22.9801 21.3370 20.8807 

 

7. Conclusion 

In this paper, the SRR algorithm based on the Tukey fidelity term and adaptive BTV 

regularization is proposed. In the algorithm, the fidelity term is based on Tukey norm 

with better robustness feature which is suitable for suppressing complex noises. The 

adaptive BTV regularization considers the gradient features of the input gray image. By 

the adaptive weight coefficients, the details of the reconstruction image are further 

enhanced, which can make the reconstruction better. The proposed algorithm, which can 

be applied to different noise models, has higher PSNR values and better visual effects 

compared with other algorithms. The robustness and the edge-preserving properties of 

the algorithm are improved. However, the algorithm also exists the shortcomings of high 

computational complexity and slow convergence speed. How to eliminate these 

shortcomings still needs further study. 
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