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Abstract 

With the rapid development of computer science and technology, the data analysis 

technique has been a hottest research area in the pattern recognition research 

community. Cluster analysis is an important step in data mining. For clustering, various 

multi-objective techniques are evolved, which can automatically partition the data. In this 

paper, we propose a novel multilayer data clustering framework based on feature 

selection and modified K-Means algorithm. To facilitate the clustering, the proposed 

algorithm selects a representative feature subset to reduce the dimension of the raw data 

set. Besides, the selected feature subset has fewer missing values than the raw data set, 

which may improve the cluster accuracy. Another unique property of the proposed 

algorithm is the use of partial distance strategy. The experimental analysis and simulation 

indicate the feasibility and robustness of our method, in the future, we plan to conduct 

more mathematical analysis to modify our algorithm to achieve better result. 
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1. Introduction 

Clustering algorithms have emerged and rapidly developed as an alternative powerful 

meta-learning tool to accurately analyze the massive volume of data generated by modern 

applications such as data analysis and mining [1-2], image classification [3-5] and 

computer vision [6]. In particular, their main goal is to categorize data into clusters such 

that objects are grouped in the same cluster when they are similar according to specific 

metrics [7]. Clustering algorithms can be divided into two categories, the traditional hard 

clustering and fuzzy clustering algorithm. Fuzzy clustering methods are popularly adopted 

due to their effectiveness and accuracy, the essential advantage is the expression ability 

and usage of optimization tools. For this purpose, and to validate the obtained 

partitioning, some cluster validity indices have been discussed in the literature. The 

validity of clusters should be such that it will be able to enforce an ordering of the clusters 

in terms of their goodness. In [8], Anuradha proposed a novel multi-objective framework 

for fuzzy clustering to achieve better classification accuracy. To achieve the goal, the K-

means algorithm is adopted to initializing the initial data sets and clusters. These clusters 

are then optimized by using three objective functions as a fitness function in the 

traditional algorithm. Three objective functions such as compactness, connectedness, and 

symmetry of the cluster are optimized simultaneously. Their result indicates better 

performance compared with other state-of-the-art frameworks. In [9], Hu’s group 

proposed a novel unsupervised possibilistic C-Means clustering to improve the efficiency 

of possibilistic c-means clustering (PCM) algorithm. A novel and robust clustering 

algorithm named as the weighted possibilistic c-means clustering (WPCC) algorithm is 

proposed to estimate the positions of centers of PCM accurately to serve for the coming 

clustering process. In [10], Chandrasekar proposed a two stage algorithm for data 

clustering. In their methodology, heuristic search algorithm is adopted to overcome and 

solve the problem of the black hole optimization. After reviewing more related literatures 
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in [11-23], we conclude and classify the current popular clustering algorithm in the figure 

1. 

In this paper, we propose a novel multilayer data clustering framework based on 

feature selection and modified K-Means algorithm. The rest of the paper is structured as 

the follows: section 2 gives the basic introduction to the clustering algorithm. Section 3 

discusses our proposed novel algorithm and the in the fourth section, we conducts 

experimental analysis and simulation. In the final part, we conclude our methodology. 

 

 

Figure 1.The Classification of Current Data Clustering Algorithms 

2. Overview of Clustering Algorithms 

In this section, we introduce three state-of-the-art clustering algorithms with 

detailed discussion and pseudo-code. The selected methods are: FCM, DENCLUE 

and EM algorithms which serve as the preliminary of our framework. 

 

2.1. Fuzzy C-Means Algorithm 

FCM [24] is a representative algorithm of fuzzy clustering which is based on K-means 

concepts to partition dataset into clusters. The FCM algorithm is a “soft” clustering 

method in which the objects are assigned to the clusters with a degree of belief. Therefore, 

an object can belong to more than one cluster with different degrees of belief. It tries to 

find the feature points in each cluster, named as the center of a cluster, then calculating 

the membership of each object in the cluster. Fuzzy c-means algorithm aims at 

minimizing the intra-cluster variance. It inherited problem of k - means, however, it is a 

local minimum and finally a cluster depends on the choice of initial weights. The FCM 

clustering is obtained by minimizing the objective function shown in the formula 1: 

2
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n c
m

ik i k

i k

J p v
 

                                                                                                         (1) 

Where J  denotes the objective function, n  is the number of objects, c  is the number 

of clusters, 
m

ik  is the likelihood values. The pseudo-code for FCM is shown in the table 

1. 
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Table 1.The FCM Algorithm 

Algorithm 1. Fuzzy C-means Algorithm  (FCM ) 

1. Input: Given the dataset desire number of clusters,  

                fuzzy parameters and stopping condition. 

2. Calculate the cluster centroids and the objective value. 

3. Compute the membership values stored in the matrix. 

4. If the objective value of between consecutive iterations is less than  

    the stopping condition, then stop = true. 

5. While (!stop). 

6. Output: A list of c cluster centers and a partition matrix are produced. 

 

 

2.2. The DENCLUE Algorithm 

The DENCLUE algorithm [25] analytically models the cluster distribution according to 

the sum of influence functions of all of the data points. The influence function can be seen 

as a function that describes the impact of a data point within its neighborhood. In this 

algorithm, clusters of arbitrary shape can be easily described a simple equation of kernel 

density function. The table 2 shows the DENCLUE algorithm. 

Table 2. The DENCLUE Algorithm 

Algorithm 2. The DENCLUE Algorithm 

1. Input: The dataset, threshold T, the maximum diameter and the branching factor. 

2. An initial in-memory CF-tree is constructed with one scan of the data. 

3. Rebuild the CF-tree with a larger T. 

4. Use the existing clustering algorithm on CF leaves. 

5. Do additional passes over the dataset and reassign data points to the closest centroid. 

6. Output: Compute CF points and the cluster result. 

 

2.3. The Expectation-Maximization (EM) Algorithm 

EM algorithm [26] is designed to estimate the maximum likelihood parameters of a 

statistical model in many situations, such as the one where the equations cannot be solved 

directly. The detailed steps are shown in the table 3. 

Table 3.The Expectation-Maximization (EM) Algorithm 

Algorithm 3. The Expectation-Maximization (EM) Algorithm 

1. Input: The dataset (x), the total number of clusters (M), the accepted 

                error for convergence (e) and the maximum number of iterations. 

2. Compute the expectation of the complete data log-likelihood. 

                   , log , | ,T g m g TQ E p x x x    
 

 

3. Select a new parameter estimate that maximizes the Q-function. 

                 1 argmax ,T TQ


     

4. Increment t=t+1; repeat steps 2 and 3 until the convergence condition. 

5. Output: A series of parameters represents the achievement of the convergence criterion. 
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3. Our Proposed Framework 

3.1. Feature Selection Through Hierarchical Clustering 

Irrelevant features, along with redundant features, severely corrupt the efficiency and 

the accuracy of data analysis and mining. In this section, the paper proposes a feature 

subset selection algorithm based on improved hierarchical clustering denoted as the 

FSHC. FSHC promotes cluster by eliminating the irrelevant and redundant features as 

much as possible. In addition, the selected feature subsets are missing value is less than 

the original data sets, it could improve the accuracy of the clustering algorithm. We firstly 

divides the raw dataset denote as the O into two sub-sets: ,C I . 

Where  1 2, ,..., tC c c c and  1 2,i ,...,itI i . In the subset C, there are no objects with 

missing feature values, while each object has one or more missing feature values in the 

subset I. 

The FSHC algorithm is generated based on two crucial steps. The first step is cluster 

features of the subset C into groups using the improved hierarchical clustering and the 

other one is to select representative features to final feature subset. In our methodology, 

we adopt the symmetric uncertainty (SU) as the measure of correlation between two 

features to cluster the features into individual groups. The definition of symmetric 

uncertainty (SU) is: 

 
 

   

2 |
,

Gain X Y
SU X Y

H X H Y





                                                                                           (2) 

In which,  H X represents the entropy of a discrete random variable X . We introduce 

 p x to be the prior possibility for X . Hence,  H X is defined in the equation 3. 

     2log
x X

H X p x p x


                                                                                             (3) 

In the formula 4,  |Gain X Y  represents the amount by which the entropy of Y  

decreases is defined. 

         | | |Gain X Y H X H X Y H Y H X Y                                                        (4) 

Where,  |H X Y denotes the conditional entropy, and the formula 5 defines it. 

       2| | log |
y Y x X

H X Y p y p x y p x y
 

                                                                    (5) 

FSHC uses bottom-up hierarchical clustering to cluster features into groups. Firstly, it 

will be the two most similar features merged into a cluster. The similarity between the 

two characteristics is measured using formula two. Then the recursive algorithm 

combined the two most similar clusters at each step. In the equation 6, we calculate the 

similarity between ,i jc c , respectively under the prior assumption that there are m 

features in the cluster ic and n features in the cluster jc . 
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                                                                                               (6) 
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Next, The FSHC algorithm selects one representative feature from every cluster to 

generate the final feature subset. It identifies the representative feature of each cluster by 

F-Completeness. We define the F-Completeness in the equation 7. 

1 /FC m n                                                                                                                     (7) 

The detailed steps of our proposed improved hierarchical clustering algorithm are 

concluded in the table 4. 

Table 4.The Improved Hierarchical Clustering Algorithm 

Algorithm 4. The Improved Hierarchical Clustering Algorithm 

1. Input: The row dataset O , the clustering threshold . 

2. Calculate similarity between every pair of features and  

    merge the two most similar features into one.      

3. Repeat: 

i. Calculate similarity between every two clusters. 

ii. Merge the two most similar into one cluster. 

4. Until: 

    The maximum similarity is less than . 

5. Calculate F-Completeness of every feature and set S to be . 

6. Add the features into S. 

7. Output: Selected feature subset S. 

 

3.2. Feature Selection Through Hierarchical Clustering 

With the primary goal of enhancing clustering accuracy, we propose a novel k-means 

algorithm based on partial distance (NK-means algorithm). To measure the distance 

between the object kO  and the cluster center iv , we define a novel distance metric 

paradigm denoted as the partial distance (PD) in the formula 8.  

 (8) 

The parameter updating mechanism is defined in the equation 9 and the detailed steps 

of our NK-means algorithm are shown in the table 5. 
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                                                            (9) 

Table 5.The NK-Means Algorithm 

Algorithm 5. The NK-means Algorithm 

1. Input: The dataset 'O , the cluster number k. 

2. Select randomly k objects as the initial cluster centers. 

3. Repeat: 

i. Calculate the distance between every object and each cluster center using 8. 

ii. Distribute every object into its nearest cluster. 

iii. Update all the features using 9. 

4. Until: 

    The cluster centers keep constant. 
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5. Output: V-dataset consisting of cluster clusters; 

                   K-dataset containing the labels of all the objects. 

 

4. Experimental Analysis and Simulation 

In order to verify the effectiveness and feasibility of our proposed methodology, we 

conduct numerical and experimental simulation in this section. We first artificially create 

missing values in the data sets for simulating incomplete data sets and then cluster them 

using the proposed algorithm. We take the accuracy and execution time into consideration 

to test the algorithm. 

 

4.1. Set-up of the Experiment 

The simulation environment is initialized as the follows. Six physical machines 

equipped with 2 TB hard disk and 8 GB of RAM, and the simulation software is installed 

on Windows Win8 platform and Intel core 4 quad core 3.2 GHz and 4 GB of RAM. To 

compare the advantages of the candidate clustering algorithms, eight simulated datasets 

are used in the experiments including: Multi-hop Outdoor Real Data (MHORD), Multi-

hop Indoor Real Data (MHIRD), Single-hop Outdoor Real Data (SHORD), Single-hop 

Indoor Real Data (SHIRD). At the same time, three important measurement standards are 

adopted including: Cluster Accuracy (CA), Adjusted Rand Index (ARI) and Rand Index 

(RI). 

 

4.2. Accuracy Experiment 

The numerical result is shown in the table 6 and the visualized graph for the test result 

is shown in the figure 2. 

 

Table 6. Quantitative and Numerical Evaluation For Our Algorithm 
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Figure 2.The Visualized Graph for the Experiment 

4.3. Experimental Analysis on Execution Time 

In this subsection, we present the execution time evaluate the efficiency of the 

proposed algorithm. The average execution time of the four algorithms is shown in the 

figure 3. We could derive that our algorithm is more efficient. 
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Figure 3.The Execution Time of the Four Algorithms 

 

5. Conclusion and Summary 

Clustering algorithms have emerged and rapidly developed as an alternative powerful 

meta-learning tool to accurately analyze the massive volume of data generated by modern 

applications. In this paper, we propose a novel multilayer data clustering framework 

based on feature selection and modified K-Means algorithm. To facilitate the clustering, 

the proposed algorithm selects a representative feature subset to reduce the dimension of 

the raw data set. Besides, the selected feature subset has fewer missing values than the 

raw data set, which may improve the cluster accuracy. Another unique property of the 

proposed algorithm is the use of partial distance strategy. The numerical experiment 

indicates that our proposed method outperforms other state-pf-the-art algorithms such as 

FCM and EM. Moreover, the execution time test shows that our method is not only robust 

but efficient as well. In the future, we plan to do more mathematical analysis for the 

updating procedure of clustering to achieve higher clustering accuracy. 
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