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Abstract 

Elimination of noise from the signal is the major task in signal processing applications. 

Wiener filter removes noise efficiently but it requires large number of computations and it 

was updated with speed issue with adaptive filter. Adaptive filter has several algorithms 

to remove noise from the signal. This paper performs cancellation of noise from the signal 

using wiener filter and adaptive filter algorithms namely LMS, NLMS and RLS algorithms 

in real time environment. All these methods are compared using several parameters like 

step size, mean and variance of noise, mean square error, signal to noise ratio, speed, no. 

of. Iterations etc. In the existence work, the authors have compared the performance of 

the wiener filter & LMS algorithm in real time environment with sinusoidal input. This 

paper is extended by comparing different adaptive filter algorithms with the input taken in 

real time environment. It is observed that RLS algorithm performs noise cancellation 

better than all other algorithms.  But it has high degree of complexity & cost while NLMS 

algorithm has moderate speed of performance and it is quietly chosen for several 

applications. 
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1. Introduction 

Noise cancellation in real time environment is the main schema of this work and the 

concept is noise signal is estimated using variable filter and the estimated signal is 

subtracted from another input called as error signal. The error signal is updated by 

different algorithms of adaptive filter. Adaptive filter has two input signals in that one is 

reference signal which is used to estimate the noise signal and another input is the mixed 

signal of real time speech & noise. The algorithms are selected depending upon the 

requirement of the user [1]. Wiener filter approach is the one of the oldest method used 

for noise cancellation and replaced because of its high degree of complexity and low 

speed [2-3]. In the existing work authors proposed the adaptive filter algorithms like 

LMS, NLMS and RLS for noise cancellation and their performance is compared, but they 

have taken the input in sinusoidal environment. This work is extended by replacing the 

sinusoidal signal with real time signals and the performance of all these filters is 

compared and the results are presented.  
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2. Objective 

The main objective of this work is to remove the noise that is inherently present in the 

signal and it is done by using different variable filters like wiener and adaptive filters. It 

compares the performance of these filters by varying the parameters like complexity, 

speed, convergence rate, stability, etc.  

 

3. Related Work 

The authors Yen-Hsiang Chen, Shanq-Jang Ruan and Tom Qi [4], implemented a real-

time adaptive wiener filter with two micro phones to reduce noise when noise signals and 

desired speech are incoming simultaneously. This paper also presents an analysis of 

different matrix sizes of the wiener filter to enable the possibility of real-time 

implementation. The performance of the proposed design is measured by as much as 20 

dB noise reduction, and the proposed adaptive wiener matrix update speed achieves a 28.6 

ms/frame, with a matrix size of 200. 

The authors H.kaur and R.Talwar [5], instead of computing 𝑊𝑜𝑝𝑡 as suggested by 

Wiener-Hopf equation, the coefficients of LMS algorithm are adjusted from sample to 

sample to minimize the MSE. The LMS algorithm is based on steepest descent algorithm 

and they also presented the analysis of LMS algorithm for different input samples with 

different number of iterations and proved that the convergence rate is low for this 

algorithm. 

The authors H. chang and J.Lee [6], described the necessity of NLMS algorithm with 

variable step size. It has high convergence rate than LMS algorithm due to the variable 

step size because of input signal amplification problem.  

The authors Kaur. H and Talwar.R [7], have compared the performance of different 

adaptive algorithms like LMS, NLMS, and RLS algorithms for sinusoidal input. 

Performance is compared for different step size with different number of iterations. Three 

adaptive filter algorithms have been compared by simulation to achieve high convergence 

rate and minimum mean square error with noise and different values of µ. Every 

algorithm works on different methods for noise cancellation and improves system 

performance. 

The authors G.V.P.Chandra Sekhar Yadav and Dr. B. Ananda Krishna [8], proposed 

the performance of wiener filter and different adaptive filter algorithms like LMS, NLMS 

and RLS algorithms for noise cancellation in real time environment with recorded speech 

as the input and different noise signals are added to it and desired signal is estimated by 

using the adaptive algorithms. 

 

4. Problem Statement 

The existing work [7] is extended by replacing the input sinusoidal signal with real 

time signals like recorded speech, noise, etc. and compares the performance of all variable 

filters with different algorithms. 

 

5. Wiener Filter 

Wiener filter eliminates the noise in the desired signal by estimating the noise signal 

from the input reference signal as shown in the Figure 1. 
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Figure 1. Basic Wiener Filter 

Let  𝑥𝑘 is the noise signal applied as input to the wiener filter and  𝑦𝑘 is the received 

signal given to the adder, which adds the output of wiener filter i.e., estimated noise signal 

(𝑛̂𝑘) and  𝑦𝑘 and generates the error signal expressed as  

 

𝑒𝑘 = 𝑦𝑘 − 𝑛̂𝑘 

𝑒𝑘 = 𝑦𝑘 − ∑ 𝑥𝑘−𝑖𝑤

𝑁−1

𝑖=0

(𝑖) 

 
Where  𝑥𝑘 input signal applied to the wiener filter i.e., reference noise signal and W is 

the filter coefficients vector. Error signal 𝑒𝑘 is minimized by taking the mean square of 

error. 

 

𝑀𝑆𝐸 = 𝜀(𝑒𝑘
2) = 𝜀(𝑦𝑘

2) − 2𝑊𝑇𝑅𝑌𝑋 + 𝑊𝑅𝑋𝑋𝑊𝑇 

 

MSE is the Mean Square Error of the filter, which decides the nature of output signal 

obtained. The relation between MSE and filter coefficients W is shown in Figure 2. The 

error  𝑒𝑘 is large for the first set of filter coefficients and it is gradually decreased by 

varying the filter coefficients resembles the bowl shape. The set of filter coefficients for 

which the error is minimum, is known as Optimum set. 

 

Figure 2. Performance Surface of Wiener Filter 

Gradient of the MSE is obtained by calculating differentiation of MSE with respect to 

filter coefficients. 
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∇=
𝑑(𝑀𝑆𝐸)

𝑑(𝑊)
=

𝑑{𝜀(𝑦𝑘
2) − 2𝑊𝑇𝑅𝑌𝑋 + 𝑊𝑅𝑋𝑋𝑊𝑇}

𝑑(𝑊)
 

∇= 0 − 2𝑅𝑌𝑋 + 2𝑊𝑅𝑋𝑋 

 
Where 𝑅𝑌𝑋 is the cross correlation of 𝑥𝑘 and  𝑦𝑘 and 𝑅𝑋𝑋 is the auto correlation of  𝑥𝑘 

Consider 𝑅𝑌𝑋 = P and 𝑅𝑋𝑋 = R, then gradient of MSE is modified as 

 

∇= 0 − 2𝑃 + 2𝑅𝑊 

 
Unique bottom value i.e., minimum value of MSE is obtained by equating gradient 

value to zero 

 

∇= 0 
−2𝑃 + 2𝑅𝑊 = 0 

2𝑃 = 2𝑅𝑊 

𝑊𝑂𝑝𝑡 = 𝑅−1𝑃 

This is known as Wiener-Hopf Equation [9]. 𝑊𝑂𝑝𝑡  is the optimum value of MSE, 

where the error value is approximately equal to zero, and hence output obtained is the 

required signal.  

A signal is completely recoverable from noise when the spectra of the signal and noise 

don’t overlap each other. If the signal and noise occupies different parts of the frequency 

spectrum, they can be separated by using either low pass or high pass filter. If the signal 

and noise has overlap spectra, then it is not possible to completely separate the signal 

from noise but the effects of noise can be reduced by using wiener filter [10]. Though 

wiener filter gives the noiseless output it has some practical limitations: In wiener filter, 

input signals are considered as statistic before processing the signals. It has to calculate 

both auto correlation and cross correlation R and P for each iteration. It involves matrix 

inversion, matrix multiplication, auto correlation and cross correlation which consumes 

more time for computing the result for real time applications.  Adaptive algorithms are 

used to achieve this without having to compute R and P explicitly or performing a matrix 

inversion. The solution to Wiener-Hopf equation is the steepest descent algorithm [11]. 

 

6. Adaptive Filtering 

Adaptive filters are the filters which can be modified or adapted or changed according 

to the requirement to improve filter performance depending on the type of application 

[12]. Adaptive filter has two steps in the process of filtering. First it filters the input signal 

and generates the filtered signal, after that it modifies the coefficients of filtered signal 

according to different algorithms, until it gets the required signal. 

 

 

Figure 3. Adaptive Filter 
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Figure 3 shows adaptive filter process, which has two parts i.e., filter and adaptive 

algorithm. Filter generates the estimated signal of the input reference signal, and it 

compares the estimated signal with the desired signal which is the mixed signal of speech 

and noise. The output of the summer is called error signal. This error signal is modified 

according to the specified adaptive algorithm and produces the estimated signal. This 

process is continued until the exact noise signal is estimated. Adaptive algorithms used in 

the feedback path are Least Mean Square (LMS) algorithm, Normalized Least Mean 

Square (NLMS) algorithm and Recursive Least Square (RLS) algorithm which are 

discussed in the following sections. 

In the basic form, the wiener theory assumes that signals are stationary. However in 

adaptive filters, the coefficients are periodically regulated for every N samples and the 

filter adapts itself to the characteristics of the signal. Adaptive filter provides alternate 

solution to the formulation of wiener filter limitations [13].  Adaptive filters are used in 

the following cases: 

 When it is necessary for the filter characteristics to be variable, adapted to 

changing conditions. 

 When there is spectral overlap between signal and noise. 

 If the band occupied by the noise is unknown or varies with time. 

 The use of conventional filters in the above cases would lead to unacceptable 

distortion of the desired signal.  

 

6.1. Adaptive Filter as Noise Canceller 

Adaptive filter has several applications out of those noise cancellation is one of the 

major application used in real time environment efficiently.  

 
Figure 4. Adaptive filter as noise canceller 

Figure 4 shows the block diagram of adaptive filter as noise canceller. Where  𝑦𝑘 and 

 𝑥𝑘 are the inputs to the digital filter and summer respectively. 𝑥𝑘 is the reference signal to 

be estimated with the help of digital filter via specified algorithm. 𝑦𝑘  is the combination 

of desired signal  𝑠𝑘 and noise signal  𝑛𝑘 which is correlated with reference signal  𝑥𝑘 

while uncorrelated with other desired signal 𝑠𝑘[14]. The estimated signal 𝑛̂𝑘 is given to 

adder/sub tractor and also the combined signal  𝑦𝑘 is given, the output of adder/sub tractor 

is error signal which is then updated with the help of adaptive algorithm until estimated 

signal is approximated to the noise signal in 𝑦𝑘.  

 
𝑠̂𝑘 = 𝑦𝑘 − 𝑛̂𝑘 = 𝑠𝑘 + 𝑛𝑘 − 𝑛̂𝑘 

 

Output of adder/sub tractor can act as the estimate of desired signal 𝑠̂𝑘 and an error 

signal  𝑒𝑘 which can be used to update the estimated signal. 
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7. Algorithms of Adaptive Filter 

Adaptive filters utilizes adaptive algorithms to update the signal characteristics i.e., 

coefficients in the feedback path. There are three different algorithms for updating the 

coefficients namely Least Mean Square (LMS) algorithm, Normalized Least Mean Square 

(NLMS) algorithm and Recursive Least Square (RLS) algorithm. 

 

7.1. Least Mean Square (LMS) Algorithm 

LMS algorithm is one of the simplest algorithm that is used in adaptive applications. 

Instead of calculating optimum value 𝑊𝑂𝑝𝑡 as suggested by Wiener-Hopf equation, LMS 

algorithm provides solution by updating filter coefficients sample by sample to minimize 

Mean Square Error. The standard LMS algorithm performs the following operations to 

update the coefficients of an adaptive filter: 

 Calculates the output signal from the adaptive filter. 

 Calculates the error signal by using the following equation. 

 

𝑒𝑘 = 𝑦𝑘 − 𝑛𝑘̂ = 𝑦𝑘 − ∑ 𝑤(𝑖). 𝑥𝑘−𝑖

𝑁−1

𝑖=0

 

 

 Updates the filter coefficients by using the following equation.  

 

 𝑊𝑘+1 = 𝑊𝑘 + 2𝜇𝑒𝑘𝑥𝑘 

 

Where μ is the step size of the adaptive filter, 𝑊𝑘 is the filter coefficients vector, 

and 𝑥𝑘 is the filter input vector. µ is the correction factor applied to the error signal which 

corrects the signal to get desired estimation. 

The LMS algorithm is based on the steepest descent algorithm where the weight vector 

is updated from sample to sample is shown in Figure 5 is as follows: 

 

𝑊𝑘+1 = 𝑊𝑘 − 𝜇∇𝑘 

 

Where 𝑊𝑘 and ∇𝑘are the weight and the true gradient vectors respectively at the 

𝑘𝑡ℎsampling instant. µ controls the size of incremental correction applied to the adaptive 

filter from one iteration to the next. 

 

Figure 5. Adaptive Filter using LMS Algorithm 

The steepest descent algorithm in the above equation still requires knowledge of R and 

P. since ∇𝑘is obtained by evaluating the equation. 

 

∇=
𝑑(𝑀𝑆𝐸)

𝑑𝑤
= 0 − 2𝑃 + 2𝑅𝑊 
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The LMS algorithm is a practical method of obtaining estimates of the filter weights 

𝑊𝑘 in real time without matrix inversion in the equation 𝑊𝑜𝑝𝑡 = 𝑅−1𝑃 or the direct 

computation of the auto correlation and cross correlation [15]. 

 

∇= −2𝑃 + 2𝑅𝑊 

 

In the LMS algorithm, instantaneous estimates are used for ∇. Thus  

 

∇𝑘= −2𝑃 + 2𝑅𝑊 

∇𝑘= −2𝑥𝑘𝑦𝑘 + 2𝑥𝑘𝑥𝑘
𝑇𝑊𝑘 

∇𝑘= −2𝑥𝑘(𝑦𝑘 − 𝑥𝑘
𝑇𝑊𝑘) 

∇𝑘= −2𝑥𝑘𝑒𝑘 

Where    𝑒𝑘 = 𝑦𝑘 − 𝑥𝑘
𝑇𝑊𝑘 

Replace the value of ∇𝑘in steepest descent algorithm then 

 

𝑊𝑘+1 = 𝑊𝑘 − 𝜇∇𝑘 

𝑊𝑘+1 = 𝑊𝑘 − 𝜇(−2𝑥𝑘𝑒𝑘) 

𝑊𝑘+1 = 𝑊𝑘 + 2𝜇𝑒𝑘𝑥𝑘 
 

Clearly, the LMS algorithm above doesn’t require prior knowledge of the signal 

statistics (that is the correlations R and P), but instead uses their instantaneous estimates 

as shown above [16]. 

The weights obtained by the LMS algorithm are only estimates, but these estimates 
improve gradually with time as weights are adjusted and the filter learns the 

characteristics of the signals. Eventually, the weights converge [17]. 

The condition of convergence is  

 
0 < 𝜇 > 2/λ𝑀𝑎𝑥 

 

Where λ𝑀𝑎𝑥is the maximum Eigen value of the input data covariance matrix. 

In general Wk never reaches the theoretical optimum (the wiener solution), but 

fluctuates as shown in Figure 6. 

 

Figure 6. An illustration of the Variations in the Filter Weights 
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The simplicity of the LMS algorithm and ease of implementation, make the algorithm 

of first choice in many real-time systems. The LMS algorithm requires approximately 

2N+1 multiplications and 2N addition for each new set of input and output samples. In 

general any signal processing operations involves large no of multiply and accumulate 

arithmetic operations, because of direct implementation LMS algorithm is more attractive. 

 

7.2.  Normalized Least Mean Square (NLMS) Algorithm 

NLMS algorithm provides solution to the drawback of LMS algorithm. LMS algorithm 

has drawback of input sampling problem. This problem occurs when the amplitude of 

noise signal is too large, called as gradient noise amplification [18]. NLMS algorithm is 

similar to that of LMS algorithm except it has variable step size instead of constant one. It 

provides solution to noise amplification problem by providing variable step size as shown 

below. 

𝑊𝑘+1 = 𝑊𝑘 + 𝜇𝑘𝑥𝑘𝑒𝑘  

Where                                                        𝜇𝑘 =
𝜇

𝑥𝑘
𝑇𝑥𝑘

 ; 0 < 𝜇 < 2 

µ is the adaption constant for NLMS algorithm and it is between 0 and 2 to optimize 

the convergence rate. 

In the above equation, step size is normalized with the power of input signal 𝑥𝑘. Step 

size is used to increase the convergence speed, so that its performance gets increased. 

Adaptive filter using NLMS algorithm as updating algorithm in feedback is shown in 

Figure 7. NLMS algorithm provides solution to the gradient noise amplification problem, 

but if the amplitude value of input signal is too small i.e., zero then variable step size 

value become infinite, then problem arises [19]. 

 

Figure 7. Adaptive Filter using NLMS Algorithm 

To solve this problem there should be regularization. Hence the updating equation is 

modified as 

𝑊𝑘+1 = 𝑊𝑘 +
𝜇

𝛿 + 𝑥𝑘
𝑇𝑥𝑘

𝑥𝑘𝑒𝑘 

 

 Where ‘𝛿’ is the regularized value always less than 1. 

 

7.3.  Recursive Least Square (RLS) Algorithm 

Recursive Least Squares algorithm is designed to overcome the drawback of LMS and 

NLMS algorithms i.e., high convergence rate. RLS algorithm is based on deterministic 

philosophy while other algorithms are based on stochastic philosophy [20]. RLS 

algorithm is the fastest algorithm which gives results faster than any other algorithm, but 

this fastness adds high degree of complexity to algorithm hence it has high cost. RLS 

algorithm is best suitable for real time applications. As mean square value is reduced the 

stability of the system is getting unstable, so stability problem arises in RLS algorithm 

due to high convergence rate [21]. The concept of RLS algorithm is to minimize the cost 

function by proper filter coefficient value and updating the coefficients sample by sample 
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as shown below. Error signal and updating algorithm (RLS) are given in feedback path to 

correct the signal according to the correction factor provided in the algorithm [22]. 

The error signal is the output of adder/sub tractor and it is given by 

 

𝑒𝑘 = 𝑦𝑘 − 𝑛̂𝑘 
 

Where 𝑦𝑘 is the desired signal and 𝑛̂𝑘 is the estimate of reference signal which is 

correlated with the noise signal in the desire signal. 𝑛̂𝑘 is the output of adaptive filter. 

The cost function ‘C’ depends on the error function, and it has to minimize the error 

function 𝑒𝑘which is dependent on the filter coefficients. 

 

𝐶(𝑊𝑘) = ∑ λ
𝑛−𝑖𝑒𝑘

2

𝑘

𝑖=0

 

Where λ is the forgetting factor and is very close to and less than 1 i.e.,  0 < 𝜆 ≤ 1. 

The cost function is minimized by taking the partial derivatives for all entries of the 

coefficient vector 𝑊𝑘 and equates the results to zero. 

Finally the RLS algorithm for an 𝑝𝑡ℎ order filter can be  

 

𝛼𝑘 = 𝑦𝑘 − 𝑥𝑘
𝑇𝑊𝑘−1 

𝑔𝑘 = 𝑝𝑘−1𝑥𝑘
∗ {λ + 𝑥𝑘

𝑇𝑝𝑘−1𝑥𝑘
∗}

−1
 

𝑝𝑘 = λ
−1𝑝𝑘−1 − 𝑔𝑘𝑥𝑘

𝑇λ
−1𝑝𝑘−1 

𝑊𝑘 = 𝑊𝑘−1 + 𝛼𝑘𝑔𝑘 
 

Where p = filter order 

            λ = forgetting factor 

            δ = value to initialize 𝑝0 

         𝑊𝑘  = 0 

          𝑝0 = 𝛿−1𝐼 Where I is the identity matrix of rank p+1 

 

8. Simulation Results 

The proposed work has been implemented and simulated using MATLAB, in real time 

environment by considering input as recorded speech and recorded noise. Also random 

noise is taken as input in the place of recorded noise and the performance is compared for 

different mean and variance of random noise with different correction factors or step sizes 

for different number of iterations. 

 

Figure 8. Random Noise Signal 
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Figure 9. Noisy Signal 

Figure 8, 9 and 10 shows the inputs and output of the filters respectively. One of the 

inputs taken is in sinusoidal environment and other input which is given to adaptive filter 

is random noise signal as shown in Figure 8 and 9 respectively.  

From Figure 10 it is clear that the output of all variable filters like wiener filter, LMS, 

NLMS and RLS algorithms produces sinusoidal signal as their output, and RLS algorithm 

removes noise accurately than any other algorithm at high convergence rate and high 

degree of complexity. All these three figures are related to the existing work proposed by 

Kaur. H and Talwar. R [7]. 

 

Figure 10. Output of Different Filters in Sinusoidal Environment 

 

Figure 11. White Gaussian Noise Signal with Zero Mean 
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Figure 12. Noisy Signal with White Gaussian Noise 

Figure 11, 12 shows the inputs of the proposed work, which are given to adaptive filter 

and adder/ sub tractor respectively. Figure 11 shows the white Gaussian noise signal with 

zero mean and Figure 12 shows the combination of recorded speech signal with the help 

of micro phone using MAT LAB software and white Gaussian noise signal shown in 

Figure 11. 

 

Figure 13. Real Time Recorded Noise Signal 

 

Figure 14. Noisy Signal for Real Time Inputs 
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Noise signal is replaced with recorded noise signal and is shown in Figure 13. And this 

recorded noise signal is added with the recorded speech signal and the combination of 

mixed signal is shown is Figure 14.  

 

Figure 15. Output of Wiener and LMS Algorithm for Random Noise as Input 
and µ=0.01 

All of these input signals are given and responses of all the variable filters like wiener 

filter, LMS, NLMS and RLS algorithms are plotted. 

Figures 15, 16, 17 and 18 shows the output of wiener filter and LMS, output of NLMS 

and RLS, output of all these variable filters and Mean Square Error of all these variable 

filters respectively by considering white Gaussian noise signal as the input with step size 

0.01. 

 

Figure 16. Output of NLMS and RLS Algorithm for Random Noise as Input 
and µ=0.01 

 

Figure 17. Output of Wiener, LMS, NLMS and RLS Algorithms for Random 
Noise as input and µ=0.01 
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By observing all these responses RLS algorithm provides better results with fast 

response but has less stability than other algorithms. NLMS algorithm provides trade-off 

between LMS algorithm and RLS algorithm. 

 

Figure 18. MSE of wiener, LMS, NLMS and RLS Algorithms for Random 

Noise as Input and µ=0.01 

Figure 18 shows the MSE of variable filters for white Gaussian noise as input with step 

size of 0.01, form the plot it is clear that RLS algorithm removes noise efficiently than 

other algorithms, whereas NLMS algorithm removes noise but less than that of RLS 

algorithm. Similarly LMS algorithm also removes noise but less than NLMS and RLS 

algorithms. MSE should be as low as possible in order to get quality response.  

 

Figure 19. Output of Wiener and LMS Algorithm for Real Time Input and 
µ=0.01 

 

Figure 20. Output of NLMS and RLS Algorithm for Real Time Input and 
µ=0.01 
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Figure 21. Output of Wiener, LMS, NLMS and RLS Algorithm for Real Time 
Input and µ=0.01 

Figure 19, 20 and 21 shows the output of wiener filter and LMS algorithm, output of 

NLMS and RLS algorithm, output of all these variable filters in real time environment for 

step size of 0.01 respectively. 

From observation RLS algorithm provides better response than other algorithms, and 

this facility is available with high complexity and cost. MSE of RLS algorithm is low than 

all other algorithms, hence it is less stable. 

 

Figure 22. MSE of Wiener, LMS, NLMS and RLS Algorithm for Real Time 
Input and µ=0.01 

Figure 22 shows the MSE of all variable filters in real time environment for step size 

0.01. MSE is the Mean Square Error, which decides the quality of the response obtained. 

As MSE is low then quality response obtained is high and for low quality response 

systems MSE should be high. For getting qualified output one should have to minimize 

MSE as low as possible. 
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Figure 23. Output of Wiener, LMS, NLMS and RLS Algorithm for Real Time 
Input and µ=0.001 

 

Figure 24. Output of Wiener, LMS, NLMS and RLS Algorithm for Real Time 
Input and µ=0.1 

Figure 23 and 24 shows the output of different variable filters in real time environment 

for 0.001 and 0.1 step sizes respectively. 

Correction factor or step size is the value which defines the amount of correction 

applied to the filter through feedback algorithm. As the correction factor is too high then 

the speed of operation is fast, but it has poor filtering nature and if correction factor is too 

low then response is slow, but has high filtering nature, hence compromised value is taken 

for step size in order to get good speed and filtering. 

Complexity means number of computations i.e., adders, multiplications etc., to get fast 

response in addition to step size complexity is also considered and it is as low as possible. 

Table 1 shows the comparison of number of additions, multiplications and stability of 

adaptive algorithms.  LMS algorithm provides low complexity than other algorithms, but 

has low convergence rate while RLS algorithm has high complexity, but it has high 

convergence rate. Hence compromised NLMS algorithm is the best choice for different 

applications. 
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Table 1. Comparison of No. of Additions, Multiplications and Stability of 
Adaptive Algorithms 

No. of 

Iterations 

No. of Additions No. of Multiplications Stability 

LMS NLMS RLS LMS NLMS RLS LMS NLMS RLS 

1 2 3 4 3 4 7 

H
ig

h
ly

 S
ta

b
le

 

S
ta

b
le

 

L
es

s 
S

ta
b
le

 

2 4 6 10 5 7 15 

10 20 30 130 21 31 151 

 

Stability is the factor that decides the nature of the system that produces output. As 

long as MSE is reduced stability of the system is getting reduced. For LMS algorithm 

MSE is high than NLMS and RLS, but it is highly stable. RLS algorithm has low MSE, so 

it is less stable. Hence, here in this scenario also NLMS algorithm is the best choice for 

compromised MSE and stability. 

Table 2. Comparison of All Variable Filters in Real Time Environment 

Algorithm Speed Convergence rate MSE 

Wiener Low - Moderate 

LMS Medium Low High 

NLMS High Moderate Low 

RLS Very high High Very low 

 

Table 2 shows the performance comparison of all variable filters in the area of speed, 

convergence rate and MSE. Speed is the factor that decides the characteristics of the 

system; convergence rate is the factor that decides the speed of the response and quality of 

filtering. Convergence rate is the correction factor applied back to the filter through 

feedback. MSE is also the factor that describes the quality of the response. 

Table 3 shows Mean Square Value of all variable filters like wiener filter, LMS 

algorithm, NLMS algorithm and RLS algorithm for different step size values.  

Table 3. Comparison of MSE of All Variable Filters in Real Time 
Environment 

Step Size 

Mean Square Error 

Wiener LMS NLMS RLS 

0.01 0.0170 0.0170 0.0172 0.0151 

0.1 0.0170 0.0152 0.0152 0.0175 
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0.001 0.0170 0.0214 0.0213 0.0308 

0.5 0.0170 0.0155 0.0155 0.0046 

0.05 0.0170 0.0151 0.0154 0.0076 

From the observation it is clear that step size didn’t show any effect on wiener filter 

output hence its MSE value remains unchanged and for different step size values different 

values are obtained. Depending upon the requirement one should go with the proper step 

size value. 

The chart shows the SNR comparison of different variable filters for different 

iterations. SNR is the Signal to noise ratio which is used to measure the percentage of 

noise reduced from input to output. Improvement in SNR resembles the improvement of 

signal at the output. As long as iterations increase SNR gets increases. RLS algorithm 

shows improvement in SNR than any other algorithms shown in chart below. 

 

9. Conclusion and Future Work 

From the results analysis, performance of variable filter algorithms are concluded as 

wiener filter is the ancient method that removes noise from the signal and it is suitable for 

stationary environment and it has large number of calculations. Since the proposed work 

is implemented in real time environment there is a necessity of moving to another filter 

called adaptive filter which is suitable for non-stationary environment. Adaptive filter has 

three different algorithms to update the filter coefficients. Out of these LMS algorithm is 

the simplest and best suitable algorithm for low speed applications and it has input 

amplification effect. NLMS algorithm is similar to that of LMS with moderate speed of 

operation. Furthermore to increase the speed RLS algorithm is suited and it works in 

deterministic environment but it has high degree of complexity and more cost. NLMS 

algorithm provides trade-off between convergence rate and complexity; hence it is the 

choice of several applications. Depending upon the type of application either of these 

algorithms is chosen. If one requires noise cancellation application for low cost then LMS 

algorithm is the preferred similarly if application required with high speed of operation 
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RLS algorithm is preferred where it requires “No Matter of Cost” as the tag line. The 

entire work is done in real environment like recorded speech, recorded noise, watermark 

noise, wind noise etc along with sinusoidal noise. As a future work different noise sources 

like watermark noise, wind noise etc can be removed in real time environment. 
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