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Abstract 

Aiming at the problems that the luminance information is not enough and the edge 

information can not be preserved easily in the process of the image fusion, an effective 

image fusion method based on nonsubsampled contourlet transform (NSCT) and adaptive 

guided image filtering is proposed in this paper. Firstly the source images are 

decomposed by NSCT with multi-scale, multi-direction and shift-invariant properties. The 

fusion rule of the low-frequency subband coefficients employs the local correlation energy 

to improve the energy and information of the subband coefficients. To acquire good 

effects with edge-preserving and noise reduction, the adaptive guided image filtering is 

introduced to the high-frequency subband coefficients as the fusion rule for the first time, 

and it can make use of halo-free edge slope enhancement in the fusion process. Finally, 

the fused image is reconstructed by the inverse NSCT. Experimental results demonstrate 

that the comprehensive performances of the proposed method are improved in the fusion 

information, edge and luminance. 

 

Keywords: image fusion, NSCT, guided filter, adaptive guided image filtering, local 

correlation energy 

 

1. Introduction 

With the development of sensor technology, multiple visual sensors replace the single 

sensor model. The multiple sensors information is often redundant and complementary, 

and the fusion of multiple sensors information can reduces the overall uncertainty and 

increase the accuracy. Multi-sensor image fusion has been applied to some areas 

including remote sensing satellite images processing, visible and infrared images 

processing, medical images processing and so on. The primary purpose of image fusion is 

reserving most of the useful information for different images. For this purpose, a large 

number of image fusion methods have been proposed in literatures. Researchers also 

gradually improve the quality of the fused image such as sharpness, brightness, edge, and 

detail. According to different fusion levels of image fusion technology, image fusion can 

generally be divided into three levels including the pixel level fusion, feature level fusion 

and decision level fusion [1]. The pixel level fusion has attracted most of the researchers 

for its low level and high precision, and it can be divided into two categories: the spatial 

domain and transform domain. The final quality of the pixel fusion effect depends on the 

choices of the transform and fusion rules. 

Nowadays, transform domain fusion algorithms based on multi-scale geometric 

analysis such as pyramid transform, wavelet transform, contourlet transform (CT), and 

NSCT have achieved great success. Pyramid decomposition is redundant, no-directional 
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and correlative among the layers, resulting in losing the high frequency information and 

detail feature of the fused images [2]. Wavelet transform is a non-redundant and multi-

directional decomposition, retaining the spectral and spatial information of the image [2]. 

However, the wavelet base is isotropic and limited by direction description, failing to 

reflect the high-dimensional contour information of the image. CT is put forward by M. 

N. Do and has the properties of multi-resolution, localization, directionality and 

anisotropy [4-5], but its implementation requires down-samplers and up-samplers that 

cause spectrum aliasing and the pseudo-Gibbs phenomenon [6]. NSCT [7], proposed by 

A. L. Da Cunha, etc., in 2006, not only inherits all the advantages of CT, but also 

possesses the shifted invariance. Therefore, NSCT can accurately extract the outline and 

the detail information of the image and overcome shortcomings arising from other 

transforms [8]. Based on the advantages of NSCT, it is chosen as the tool of multi-scale 

transform in this paper. 

Another key point of the final fused results is the fusion rules. Well-designed fusion 

rules for coefficients of multi-scale transform can further enhance the effect of fusion. 

Through multi-scale transform, the original images are often divided into the high-

frequency subband coefficients and the low-frequency subband coefficients. The fusion 

rules of the low-frequency subband coefficients commonly include average method, 

weighted average method, the largest area method, etc., [9-10]. For the low-frequency 

subband coefficients, the average method and weighted average method are easy to be 

implemented, but the edge information and luminance feature are lost. The fusion rules of 

the high-frequency subband coefficients include the absolute maximum, the maximum 

area of energy, the absolute maximum variance, etc., [11-13]. In conclusion, these 

methods do not consider the variations of the energy and relevancy in a certain region, 

resulting in low brightness and blurred edges of the fusion image. And the final fusion 

images of these methods may lose some useful information such as edge information, 

luminance information and detail information, and at the same time, decrease the contrast 

of the fusion image. Therefore, it need better fusion rules to improve the existing fusion 

rules. 

The proposed guided image filtering [14] fulfills the requirements of both edge 

preserving and linear complexity. It has been applied to some fields such as image 

matting and colorization [15-17]. S. Li [18] applies the guided image filtering to image 

fusion and achieves good results, but the images are decomposed into base layer and 

detail layer by average filtering instead of multi-scale transform. At the same time, the 

guided image filtering does not realize adaptively choosing the parameters that can create 

halo artifacts in the slope of edges. Based on guided image filtering, C. C. Pham [19] 

proposes adaptive guided image filtering (AGF) that realizes adaptive filtering, superior 

sharpness enhancement and noise reduction. In this paper, the thought introducing the 

AGF to the NSCT domain is first proposed and applied to image fusion.  

Based on analysis above, a new and effective image fusion method is proposed in this 

paper, which combines the local correlation energy and AGF in NSCT domain. The 

method ensures the multi-scale decomposition of the images, and also combines the latest 

edge-preserving technology. It can achieve fine fusion effects including distinct edge, 

high luminance and more detail information.  

 

2. NSCT 

In this section, the key ideas and properties of the NSCT will be reviewed briefly. The 

NSCT has the quality of shift-invariance, multi-scale and multi-direction. It consists of 

nonsubsampled pyramid (NSP) and nonsubsampled directional filter bank (NSDFB), 

which ensure the multi-scale and multi-directional decomposition of the NSCT 

respectively. First of all, the image is decomposed into different scales by NSP. NSP can 

result in L+1 sub-images, which consists of one low-frequency and L high-frequency 
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images with the same size as the source image, where L denotes the number of 

decomposition levels. And then the high-frequency subband image is decomposed by 

NSDFB and obtained the final subband images at different scales and directions. NSDFB 

produces 2J directional sub-images with the same size as the source image by J-level 

decomposition. The total number of decomposition is given by  


J

j

l j

1
21 , where lj 

denotes the number of levels in NSDFB at the jth scale. The structure of NSCT is shown 

in Figure 1. 
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Figure 1. The Structure of NSCT 

3. Guided Image Filtering  

In [14], the guided image filtering has some good properties. The guided image 

filtering has good edge-preserving properties as the bilateral filter, and it overcomes the 

gradient reversal artifacts. The guided image filtering involves a guidance image G, a 

filtering input image I, and an output image O. The guided filter output at a pixel i is 

expressed as a weighted average: 

  ,j

j

iji IGWO                   (1) 

where i and j are pixel indexes. The filter kernel Wij is a function of the guidance image 

G and independent of I, defined as follows: 
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Here, wk is a square window of size (2r+1)×( 2r+1) centered at the pixel k. |w| is the 

number of pixels in wk. μk and 2

k  are the mean and variance of G in wk. ε is a 

regularization parameter given by the user. 

Compared with the traditional filter kernel function, the guided image filtering kernel 

function has good edge-preserving and detail enhancement properties. At the same time, 

the computing time is independent of the filter size. On account of its qualities, the guided 

image filtering has performed very well in a great variety of applications including image 

smoothing, enhancement, image matting and dehazing. In this paper, the guided filter is 

applied to image fusion. 

 

4. The Proposed Method and Its Fusion Rules 
 

4.1. General Framework for the Proposed Method  

A general framework of image fusion in NSCT domain is shown in Figure 2. Firstly, 

the source images (A,B) are decomposed by NSCT to acquire the low-frequency subband 

images 
X

lC
0

(X=A,B) and high-frequency subband images 
X

lH , (X=A,B) respectively. 

X

lH , (X=A,B) represents the high-frequency subband images at level l∈[1,L] in the 
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orientation θ. Then the local correlation energy is used as the fusion rule of the low-

frequency subband images. The AGF is employed as the fusion rule of the high-frequency 

subband images. Finally, inverse NSCT is applied to the new low and high frequency 

subband images and the final fusion image is obtained. 
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Figure 2. The General Framework of Image Fusion in NSCT Domain 

4.2. Low Frequency Fusion Rule 

The low-frequency subband images reflect the average characteristics of the source 

images and determine the outline of the images. And the correlation coefficient of image 

represents the similarity of two images in each area [20-21]. The local energy of the 

image represents that how much the amount of energy information contains in the image 

area. The local energy can be used to guide the choice of low-frequency subband images. 

The previous methods that choose window randomly, and the proposed method selects 

window corresponding to the window size of AGF to ensure the consistency between high 

and low frequency. The decisions of fusion rule based on the local correlation energy can 

merge information of source images and keep the details of the fused image. 

The definition of local correlation coefficient R is 
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Here, X (X=A,B) is the mean of the low-frequency subband images. M×N is the size 

of the area. 

The local energy of the image is calculated by (4) 
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The low-frequency subband images are first divided into some M×N sub-regions. And 

then the new low-frequency coefficients are calculated by using the local correlation 

energy according to (5) and (6). 
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If R＜TH,  
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Here, EA
l0 and EB

l0 are local energy of the sources images respectively. TH is the 

threshold of R. CO
l0(m,n) is the new low-frequency coefficient after fusion. 

 

4.3. High Frequency Fusion Rule  

High-frequency subband images represent the detail component of the image, including 

the edge and texture of the source image, and directly relate to the final fusion effect. In 

this paper, the AGF as the fusion rules of high frequency subband images is first proposed 

and applied. It performs halo-free edge slope enhancement and noise reduction 

simultaneously, and has been implemented by using a fast and exact linear-time 

algorithm. For high frequency subband images of multi-sensor images, the edge of the 

images can integrate together without artifact by using AGF. Compared with guided 

image filtering, the improvement of AGF is the offset ξi that is added to the intensity 

value of center pixel k in the kernel weights function of guided image filtering. The new 

high-frequency coefficients after fusion are calculated by the filter kernel and weighting 

function of AGF: 
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Here, Gi=
A

lH ,  and Gj =
B

lH , . 
F

lG ,  is the new high-frequency coefficients after fusion. 

ξi is the added offset. An offset-choosing strategy is also applied in AGF, in the same 

manner as described in adaptive bilateral filter [22-23].That is: 

.

00

0)(

0)(

















i

iik

iik

i GMIN

GMAX





                (9) 

Here the intensity difference is defined by
kii G  .  

After the processing, the new low and high frequency coefficients are acquired. And 

the final fusion image is obtained by inverse NSCT. 

 

5. Experimental Results and Analysis 
 

5.1. The Experimental Results 

In order to verify the effectiveness of the proposed method, it is compared with nine 

multi-scale transform–based methods, including, ratio pyramid(RAT) [24], Laplacian 

pyramid(LAP) [25], gradient pyramid(GRP) [26], FSD pyramid(FSDP) [27], DWT [28], 

contourlet transform based on guided image filtering (CT-GF), nonsubsampled contourlet 

transform based on guided image filtering (NSCT-GF), nonsubsampled contourlet 

transform based on bilateral filter (NSCT-BF) and guided image filtering based fusion 

method(GFF) [18]. The decomposition level of all method is L=3. Parameters of fusion 

methods 1 to 5 are: Burts method for the high-frequency subband images and average 

method for the low-frequency subband images. And the fusion rules of the high-frequency 

and low-frequency subband coefficients use guide image filtering of CT-GF and NSCT-
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GF. For NSCT-BF, the fusion rules of the high-frequency and low-frequency subband 

coefficients use bilateral filter and local correlation energy respectively. The GFF uses the 

method in [18]. This paper selects three sets of multi-sensor images including medical 

images, infrared and visible images and remote sensing images. The experimental results 

are presented respectively. 

 

The results of the medical images 

As shown in Figure 3, the first set of experiments is the medical images fusion, 

choosing CT (computed tomography) and MRI (magnetic resonance imaging) images as 

the source images. It can be seen from the experimental results that the proposed method 

is the best way combined the information of the source images. The experimental results 

(c–h) have the phenomenon of low grayscale and blurred edges caused by incomplete 

decomposition and improper low frequency fusion rules. Compare to the experimental 

results (c–h), the fusion image of the proposed method does not appear blurred edges due 

to the shift-invariance of NSCT. And the luminance of the fusion image does not change 

much, because the local correlation energy algorithm used in the low-frequency subband 

images fusion can retain the image information. As shown in experimental results (i-k), 

the edges are kept by using guided image filtering and at the same time the luminance 

information is preserved. The automatic selection of parameters is realized by using 

adaptive guided image filtering in the proposed method, so the edge is clear and has no 

halo artifacts.  

 

      
10 2030 4050

10

20

30

40

50  

(a)                                      (b)                                        (c) 

10 2030 4050

10

20

30

40

50    
1020304050

10

20

30

40

50    
2040 6080100

20

40

60

80

100   

(d)                                     (e)                                           (f) 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol. 9, No. 11, (2016) 

 

 

Copyright ⓒ 2016 SERSC   289 

1020 304050

10

20

30

40

50    

 CT  Reconstructed image

5 10152025

5

10

15

20

25    
510152025

5
10
15
20
25   

(g)                                     (h)                                           (i) 

5 10 15 20 25

5

10

15

20

25    
50 100 150 200 250

50

100

150

200

250

10 20 30 40 50

10

20

30

40

50    
50 100 150 200 250

50

100

150

200

250

10 20 30 40 50

10

20

30

40

50  

(j)                                       (k)                                           (l) 

Figure 3. The Experimental Results of the Medical Images. (a) Image A. (b) 
Image B. (c) RAT. (d) LAP. (e) GRP. (f) FSDP. (g) DWT. (h) CT-GF. (i) NSCT-

GF. (j) NSCT-BF. (k) GFF. (l) The Proposed Method. 

The results of the infrared and visible images 

As shown in Figure 4, the source images are the infrared image and visible image 

about the nighttime street corner. The proposed method combines the infrared image and 

visible image information. And the contour of the hang letters and pedestrians are more 

obvious. At the same time, the luminance and contrast of the fused image in the proposed 

method is higher than that of other methods. 
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Figure 4. The Experimental Results of the Infrared and Visible Images. (a) 
Image A. (b) Image B. (c) RAT. (d) LAP. (e) GRP. (f) FSDP. (g) DWT. (h) CT-

GF. (i) NSCT-GF. (j) NSCT-BF. (k) GFF. (l) The Proposed Method. 

The results of the remote sensing images 

As shown in Figure 5, the source images of the third group experiments are remote 

sensing images. It can be seen from the experimental results that the proposed method 

makes the source image better together, and not only enriches the source image 

information, but also preferably reflects the details information. It can preserve the 

complementary information of different source images such as the edge of the round 

object. Meanwhile, the brightness and edge of the image fusion results also has a good 

performance. 
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Figure 5. The Experimental Results of the Remote Sensing Images. (a) 
Image A. (b) Image B. (c) RAT. (d) LAP. (e) GRP. (f) FSDP. (g) DWT. (h) CT-

GF. (i) NSCT-GF. (j) NSCT-BF. (k) GFF. (l) The Proposed Method. 

5.2. The Evaluation Indexes 

To estimate the fusion performances of different methods objectively, five evaluation 

indexes are employed, i.e., mean (Q), entropy (QE), the edge intensity (QEI
 
), the standard 

deviation(QSD), and mutual information (QMI) [29].  

1) Mean (Q): The mean of the image is the arithmetic average of all pixels luminance, 

stands for the average luminance and reflectance ratio of the image. The greater the mean 

of the results is, the more brightness information inherited from the source image is.  

,),(
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where, M and N are the size of the image, and f(x,y) is the value of gray. 

2) The information entropy (QE): The entropy represents the richness of the image 

contained information. A small information entropy value corresponds to a narrow 

distribution function, which means that the uncertainty of the related random variable is 

small. 
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here, Pi represents the probability of the pixels. 

3) The edge intensity (QEI): Since edge information is very important for human 

perception, the metric is developed based on this information transferred from the source 

images to the fused image.  
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here, fx and fy are got by “soble” filtering algorithm. 

4) The standard deviation(QSD): Human perception is very sensitive to intensity 

changes and higher intensity variations in an image reveal large QSD. So the QSD matrix 

can determine the dynamic range of gray level change. The bigger QSD is, the greater the 

contrast of fused images is, and the better the clarity is. 
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where M is the average grey level of the fused image. 

5) The mutual information (QMI): The mutual information is an important and 

fundamental concept of information theory. Intuitively, mutual information measures the 

information that image A and image B share. It measures how much these variables 

reduce uncertainty about the other. QMI is applied to measure the fusion image how much 

information inherited from the source images. And the larger of the value is, the better of 

the fusion results is. 
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where, PABF(i,j,k) is the grayscale distribution between the fusion image and the source 

images. And PAB(i,j) is the grayscale distribution between the two source images.  

The data statistics of the above three groups of experiments are in the following tables. 

Table 1. The Evaluation Indexes of the Medical Images 

 Q QE QEI QSD QMI 

RAT 35.722 4.186 69.393 47.429 2.547 

LAP 34.307 4.294 70.802 49.775 1.698 

GRP 33.018 4.266 49.900 37.690 2.002 

FSDP 33.183 4.270 50.193 38.039 1.975 

DWT 32.088 4.308 64.529 40.230 1.548 

CT-GF 32.082 4.114 31.671 32.562 3.161 

NSCT-GF 32.082 4.086 35.252 33.846 2.909 

NSCT-BF 58.024 4.650 70.255 59.391 3.097 

GFF 50.734 4.714 69.073 55.477 2.315 

Proposed method 58.024 4.659 70.851 59.433 3.559 

Table 2. The Evaluation Indexes of the Infrared Image and Visible Image 

 Q QE QEI QSD QMI 

RAT 51.496 4.045 26.837 21.407 3.136 

LAP 52.035 4.323 34.708 27.180 5.584 

GRP 51.957 4.135 25.425 21.934 6.800 

FSDP 51.969 4.137 25.560 21.971 6.765 

DWT 51.899 4.171 31.637 23.244 5.374 

CT-GF 51.904 4.093 16.187 19.975 8.593 

NSCT-GF 51.902 4.091 16.270 20.266 7.508 

NSCT-BF 81.054 4.654 36.170 34.234 11.161 

GFF 70.601 4.526 34.441 32.341 6.290 

Proposed method 81.054 4.657 36.853 34.313 11.054 
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Table 3. The Evaluation Indexes of the Remote Sensing Images 

 Q QE QEI QSD QMI 

RAT 100.68 4.632 40.078 29.818 1.059 

LAP 101.94 4.881 57.732 36.410 3.383 

GRP 101.43 4.675 41.271 29.999 3.309 

FSDP 101.51 4.680 41.765 30.105 3.280 

DWT 101.13 4.752 55.314 32.524 2.419 

CT-GF 101.13 4.603 31.576 29.227 4.105 

NSCT-GF 101.13 4.611 31.278 29.382 3.461 

NSCT-BF 133.23 5.026 58.658 41.522 8.996 

GFF 82.96 4.705 47.872 34.172 2.986 

Proposed method 133.24 5.030 59.792 41.624 8.649 

 

In those tables, the italics numbers represent the maximum in those methods and the 

bold numbers correspond to the value of the proposed method. It can be seen from the 

tables that the proposed method has an advantage of Q which means make great progress 

in terms of luminance. The proposed method precedes other method in the index of QE. It 

is implying that the fusion results of the proposed method contain more fusion 

information than that of other methods. The QEI of the proposed method is maximum. It 

means the edge preservation effect of the fused image is the best. Although the proposed 

method is not all maximal in QMI, the experimental results are better than other methods 

from the visual effects. Five quality metrics should be considered together to evaluate the 

real fusion performance. 

 

6. Conclusions 

In this paper, a fusion method, which combines the local correlation energy and 

adaptive guided image filtering, is proposed to solve the defects of image fusion 

algorithms in NSCT domain. This method has been examined with multi-sensor images in 

different instrument modalities such as medical image, infrared and visible images, and 

remote sensing images. From experiments, it can be seen that the proposed method 

performs better in most cases, and not only maintains the luminance of the image but also 

retains the edge and detail information of image without halo artifacts. And its 

performances have been evaluated on the basis of the quantitative criteria. This method 

can be applied in the processing field of medical diagnosis and target localization. 

Furthermore, the proposed method is simple in implementation operation. 
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