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Abstract

The rapid evaluation of image manipulation and tampering has evoked the need for protecting digital data. Therefore a copyright protection method is used to protect the user information known as watermarking. Watermarking is the major image processing technique used to authenticate digital data. In this paper a hybrid approach is proposed to protect the digital data and also authenticates the user information. The proposed approach is an improvement over traditional video watermarking approaches. It uses fractions from the watermarked image to embed into the unique frames of the original video. The whole approach is divided into three steps which are described in the next sections of this paper. To check the resilience and robustness of this approach, various attacks are implemented over the watermarked video. After attacks, watermark image is extracted from the watermarked video to check the robustness of this approach. The quality of the recovered watermarked image is analysed using bit error rate. Experimental results show that this approach is very robust compared to other approaches.
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1. Introduction

Digital watermarking is a technique to authenticate digital data in the form of images, documents or videos. Watermarking provides copyright protection to the digital data by hiding some appropriate information. Watermarking itself is categorized into two broader types called visible and invisible watermarking [1]. The visible watermarking is placed in the background of the digital document to signify the owner or the authority name. Visible watermarks are easy to place because they just remove the pixel information from the position where the watermark is placed. Because of this, the invisible watermarking is suggested where a high level of authentication is required. Invisible watermarking is about to hide the authenticated information behind digital data without informing the type of data and its location. The main watermarking requirements are Robustness, Fidelity, Payload Capacity and reliability [2]. The approach implemented in this paper follow all these requirements. Video watermarking techniques are used in various applications such as Copyright Protection, Broadcast Monitoring, Data Authentication, Owner Identification, Fingerprinting and Security [3].

Video watermarking techniques are classified into two categories: Spatial Domain and Frequency Domain. Spatial domain techniques embed watermarks in the pixels of video frames directly while the later approach modifies the transform coefficients of video frames and embeds the data into it. It makes watermarking a robust approach. Frequency domain techniques are also imperceptible compared to spatial domain techniques [4]. Different techniques used for video watermarking are discussed in Section 2. The
purposed model uses a wavelet transformation technique to identify unique frames from a video. This approach encrypts the watermark symbol first and then embeds k sub pixels from the watermarked image on the video frames using histogram-based reversible data hiding. The scheme provides high degree of authentication, video quality and robustness. This paper is organized into five Sections: Section 2 presents literature work in this field. Section 3 show proposed scheme and Section 4 and 5 show results and conclusions.

2. Literature Work

In this section existing watermarking techniques are discussed. A good video watermarking algorithm must be robust against video compression, frame dropping, frame swapping, geometric attacks, frame rate conversion, frame cropping, collusion attacks, noise, filtering, lighting change, histogram equalization, etc., [24] and [5]. Watermarking techniques are divided into three types, spatial domain, frequency and MPEG coding structure as shown in Figure 1.

a. Spatial Domain Techniques

These techniques are easy to implement. Using these techniques watermarks are embedded into pixels and no transformations are applied during the embedding process but before embedding data is transformed to frequency domain [6]. Spatial domain watermarking techniques are simple with low time complexity. Redundant part of the carrier signal is used for embedding digital data [1] and [24].

A.1. Correlation based Techniques

This is a simple method for adding watermark over an image. In this technique pseudorandom noise pattern is added in the luminance values of pixels [7]. Using this technique watermark is added to the original content by using Equation 1.

\[ I_{w}(x, y) = I(x, y) + kW(x, y) \]

In this equation, \( I(x,y) \) is cover object while \( W(x, y) \) pseudorandom noise pattern. Figure 2, shows the embedding procedure of this domain.

In this equation \( k \) is a gain factor while \( I_w \) is watermarked image. During the recovery process, correlation values between watermarked image and noise pattern is computed. This technique can be extended to multiple bit watermarking [7].
A.2. LSB Based Modifications

This is one of the simple method for watermarking where each pixel of gray image is divided into 8-bit planes. This technique possesses poor robustness and does not have visually appropriate information. More advanced techniques using this method are discussed in [8-9].

b. Frequency Domain Watermarking Techniques

Frequency domain techniques use DCT and DWT methods for data transformation. These methods are more powerful over correlation based watermarking but these methods require more computational power.

B.1. Discrete Cosine Transformation

DCT based techniques propose more correlation among pixels, in this frame is divided into different frequency bands respectively low, medium and high. Embedding data using middle band provides more robustness and security to the data [7]. The 2D watermark signal is divided into 8×8 DCT blocks and from these blocks frequency coefficients are modulated using Equation 2.

\[
IW_{xy} = I_{x,y}(u,v) + k \times W_{x,y}(u,v) \quad \text{if } u,v \in F_m.
\]

\[
I_{x,y}(u,v) = \begin{cases} \text{else} & \\
'\text{I}' & \text{if else}
\end{cases}
\]

'I' is the image and \( W \) represents watermark data. \( F_m \) denotes the frequency band with gain factor \( k \) and \((u, v)\) are the DCT coefficients in 8×8 block [1].

B.2. Discrete Wavelet Transformation

This transformation divides an image into horizontal, diagonal and vertical components/bands. This technique embed data in the DWT bands because doing this provide high resolution so that even a human eye cannot see the hidden information. DWT coefficients in these three bands can be modulated by using the Equation 3.

\[
IW_{(u,v)} = I_{(u,v)} + k \times W_{(u,v)}
\]

All the watermark data can be embedded over all the pixels contrary to DCT technique. DWT based techniques are more robust, stable and provides high imperceptibility [10].

B.3. Discrete Fourier Transformation

First discrete Fourier transformation is applied to original data and then the watermark is embedded in the modified frequency domain elements. iDFT (Inverse DFT) is applied...
for recovery process. Kelker et. al., [11] implemented JAWS (Just another Watermarking System) for broadcast monitoring applications. They used spatial domain which essentially compresses and decompresses the videos. They embed the same watermark into consecutive video frames using Gaussian and high pass filters. C.D Rawat [12] proposed a hybrid technique of DCT-DWT and Singular Value Decomposition (SVD). In this approach, they embedded a watermark in the image using DCT-SVD, DWT-SVD and DCT-DWT-SVD.

c. Watermarking Based on MPEG Coding

These type of watermarking scheme are used to provide integrated watermarking and compression to the data. Compression in MPEG-2 is achieved by taking forward and bidirectional motion prediction to remove temporal redundancy while the statistical method removes spatial redundancy. This technique is not vulnerable against re-compression and format conversion [13-24]. The basic principle of this technique is that it splits I-frames into 8×8 pixels which are later compressed by using the DCT quantization, zig-zag-scan, run level coding and entropy coding, as shown in Figure 3. P and B frames are motion compensated while residual prediction error signal frames are split into a block of 8×8 pixels. In the next step, the watermark block is transferred using DCT [1] and added as shown in Figure 3.

d. Histogram Based Watermarking

This approach of data hiding work on shifting phenomenon of bits. It first shift the bits and then embeds secret data in between neighbour bits of the original signal. Ni et. al., [14] firstly proposed histogram based reversible data hiding. After embedding data using this scheme, authors recovered the image successfully without any distortion in the secret image. Authors in this extracted the peak points from the image histogram and then embedded data just by changing the grayscale pixel values. The main feature of histogram based data hiding is that after embedding data, the original histogram peak disappears and shows a concave shape in the peaks known as “pair effect phenomenon”. Figure 4, shows that histogram peaks and its adjacent bin decrease after data embedding [1]. For loss less recovery these peaks and zero (Minimum) points are key parameters [15].

Figure 3. DCT Encoding on 8x8 Signal Block [13]

Figure 4. Pair Effect of a Histogram in (a) Cover-Image and (b) Stego-Image
e. Visual Cryptography Based Watermarking

This technique is based on encryption of data where data is encrypted using a key and without knowing the key reverse of this process becomes almost impossible. This technique is first introduced by Shamir & Naor in [16]. They divided the image into some shares then these shares are embedded into the original signal/data. Extraction from this technique is only possible if we can extract both the shares from the covered signal. Every pixel from the input image is divided into blocks of two parts where one contains the white and another contains black block [1]. Combining these blocks gives a binary image. According to Naor, M algorithm each pixel of the binary image is divided into $2 \times 2$ pixels as shown in Figure 5. As a result, we can get a $M \times N$ image into $2M \times 2N$ sharing images. More improvements using this technique can be studied from [17-19].

3. Proposed Watermarking Model

In this research model, an intelligent layered approach is suggested to perform the video watermarking. Instead of hiding the complete watermark image over the video, visual cryptography approach is proposed in this work [1]. This approach is capable of hiding high capacity information on the video frames. A histogram based reversible watermarking is used to perform the watermarking in video frames. Watermarking over the unique video frames will be performed sequentially after getting unique set $\{U\}$. The basic layered architecture is shown as in Figure 6. The layers and steps are interchangeable which are same by their meanings. Every layer includes different techniques.

![Figure 5. A 2×2 Visual Secret Scheme using 2×2 Pixels](image)

**Step 1:**

In the first step, unique frames are extracted from the video $\{V\}$. Firstly, 2D wavelet decomposition is applied on the video frames and then a threshold value is used to obtain unique frames from decomposed frames. Based on the similarity matrix between the frames, unique frames $\{U\}$ were extracted from all the video frames $\{U_{in}\}$. 2D Wavelet Transform on each subsequent frame is used to create a set of Unique frames i.e. $\{U\}$. The aim of this step is to derive a factor that is affected by the luminance $L_{xy}$, contrast $C_{xy}$ and edge structure similarity $SIM_{xy}$ between the given input image(s) [1]. The computing equation to obtain these values are shown in Equation (4) (5) (8). The values of $M_x, M_y, S_x$ and $S_y$ are obtained. $M$ denotes the mean value of the image in $X$ and $Y$ direction while $S$ denotes the standard deviation of the Image in $X$ and $Y$ direction [1].
The Edge Structure Similarity between frames has been done using equations (6) and (7). To obtain the structural similarity we are using horizontal, vertical and diagonal wavelet coefficients of video frames (H, V, D respectively) [1].

\[ E_{xy} = \sqrt{(H1 \times H1 + V1 \times V1 + D1 \times D1)} \]  

\[ E_{xy} = \sqrt{(H2 \times H2 + V2 \times V2 + D2 \times D2)} \]

A threshold value is used to compare the uniqueness between video frames. The overall unique factor denoted by SIM (similarity) is obtained by using Equation 9:

\[ SIM = \left[ (L_{xy})(C_{xy})(SIM_{xy}) \right]. \]

Figure 6. Layered Structure of the Proposed Model

The covariant standard deviation of these values are obtained. The \( SIM_{xy} \) is obtained using Equation 8.

\[ SIM_{xy} = \frac{(Cov(2,1) + C3)}{S1_x \times S1_y + C3}. \]

Structure-based image similarity metrics were first proposed by Wang et.al., in [20]. Based on a provided threshold the similarity value is analyzed to identify a unique frame from input video. From this process a set of unique frames \( \{U\} \) from the video has been obtained [1]. These unique frames are further used for data hiding in step 2.

Step 2:

In this step, visual cryptography is performed. Using visual cryptography, share from the original image \( \{I\} \) is generated and encryption of the image in the form of a share is used to generate the encrypted image \( \{I'\} \). This procedure is used to obtain a 2D
encryption of the given input image \( I \). In the pre-processing of this step calculation of the mean \( \mu \) of the watermarked image frame \( \{I\} \) of size \( M \times N \) has been done.

- A seed value is used as a key \( k \) for the encryption and decryption process.
- The owner share size of \( 2M \times 2N \) from the watermarked image is generated which will further be used to embed into the unique frames of the video.
- Black and white shares are obtained based on the following rules as shown in Table 1.
- An image obtained from this algorithm is used as the encrypted image \( \{I'\} \) which is further used for embedding in the video using step 3.

**Step 3:**

Histogram based shifting methods use a histogram of the image and modify grayscale pixel values to embed the data. Using this technique \( I' \) is embedded in all the unique frames of set \( \{U\} \). In this algorithm an input frame \( f(i) \) and the encrypted image from the previous step i.e., \( \{I'\} \) are provided. \( f(i) \) is a grayscale image based on the histogram shifting approach.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Mean</th>
<th>BW</th>
<th>Block</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( I ) (Row, Col) &lt; Mean</td>
<td>BW (Row, Col) = 0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>( I ) (Row, Col) &lt; Mean</td>
<td>BW (Row, Col) = 1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>( I ) (Row, Col) &gt;= Mean</td>
<td>BW (Row, Col) = 0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>( I ) (Row, Col) &gt;= Mean</td>
<td>BW (Row, Col) = 1</td>
<td></td>
</tr>
</tbody>
</table>

Now scan the input image \( f(i) \) in a sequential order and alter the intensity values by adding one based on the conditions mentioned below [1]:

\[
f(i)_{xy} = f(i)_{xy} + 1 \text{ if } \text{Max}_x \geq f(i)_{xy} \]

\[
f(i)_{xy} = f(i)_{xy} \text{ otherwise} \]

In this condition \( \text{Max}_x \) and \( \text{Min}_x \) are the maximum intensity corresponding to \( \text{Max} \) count and minimum intensity corresponding to \( \text{Min} \) count of the image. In the next step scan the image again and embed the image \( \{I'\} \) using the following conditions:

\[
f'\hat{R}(i)_{xy} = f(i)_{xy} \text{ if } \text{Max}_x = f(i)_{xy} \text{ and } I'_{xy} = 0 \]

\[
f'\hat{R}(i)_{xy} = f(i)_{xy} + 1 \text{ if } \text{Max}_x = f(i)_{xy} \text{ and } I'_{xy} = 1 \]

\[
f'\hat{R}(i)_{xy} = f(i)_{xy} \text{ otherwise} \]

By using above-mentioned equations we embedded the encrypted image \( I' \) into the video \( V \) and obtained watermarked video \( V' \). \( f(i) \) is the pixel value of stego image \( \{I'\} \). The max and min count are the key parameters for lossless recovery. This will be used to compare with the recovered algorithm output in the next step [1]. The factors like PSNR, MSE, and Similarity Ratio etc. will be calculated and discussed in later section.
Watermark Recovery Procedure

For all attacked frames of the video \( V' \), the Reversal of the Histogram based Data Hiding approach is performed. It provides an input frame \( f''(i) \) which we will be obtained after performing attacks. The input frame image i.e. \( f''(i) \) is scanned in same sequential order and reverse the altered pixel intensity values based on the conditions mentioned below:

\[
I''(i)_x = 0 \quad \text{if} \quad \text{Max}_{x \in f''(i)} = f''(i)_y \\
I''(i)_x = \text{Max}_{x \in f''(i)} + 1 = f''(i)_y
\]

The image obtained will be a watermarked attacked image. Now, scan the image again and obtain the image \( I_{rev}(i) \) using the following conditions:

\[
I_{rev}(i)_y = f(i)_y \quad \text{if} \quad f(i)_y \geq \text{Max}_{x \in f''(i)} \\
I_{rev}(i)_y = f(i)_y - 1 \quad \text{if} \quad f(i)_y < \text{Max}_{x \in f''(i)} \quad \text{and} \quad f(i)_y \leq \text{Min}_{x \in f''(i)}
\]

This will generate the final output reversible stego image. This model manipulates the fact that video is a combination of frames. When a small subset of the watermark pixels is applied to specifically chosen frames only, and then combine all frames to complete the video, the visible watermark will effectively be rendered invisible [1].

4. Experimental Results

After performing all the three steps, a watermarked video \( V' \) is obtained. In this section, various attacks are performed on the watermarked video \( V' \) to check the robustness of this technique. The intentional or unintentional attacks performed on the \( V' \) are Salt and pepper, Gaussian Noise, Unsharp, Median Filter, Crop, Rotate, Frame Averaging, Weiner Denoise, Frame Blending and Quantization [1].

A test case is a set of images and videos for this proposed work testing which go through this watermarking processes to determine the correctness of all the outcomes and their functioning. The test case is composed of five images and five videos of various sizes and specification. The performance is evaluated under different kind of attacks. Every video is tested with all the watermark images. Different formats of images are used, is one of the objective to prove the applicability of this watermarking model. Figure 7, shows the used watermarked image and videos for performing this experiment. In the first test case, first video is processed with all the five watermarked images and corresponding PSNR, MSE and BER are calculated. Histogram representation of different test cases are shown in Figure 8. Recovered images are analyzed using changes in the bits between the embedded binary image and recovered image after performing different attacks on the videos. Bit error rate is used to analyze the robustness. From all the test cases, average PSNR and Mean square error is obtained. The average PSNR is 33.6 and MSE of the watermarked video before the attack is 24.6 and after the attack it approaches to 26.2. There is slight change in the MSE values for all the test cases while PSNR decreases slightly. Overall this experiment gives satisfactory performance regarding the robustness and imperceptibility. The below-shown Graph 1 is a graphical representation between the obtained Attack vs. BER values [1]. The formulas used to calculate PSNR, MSE and BER in this paper are calculated by using following formulas. \( I_{in} \) is input image.

\[
\text{PSNR} = 10 \log_{10} \left( \frac{(255)^2}{\text{MSE}} \right)
\]
\[
\text{BER} = \frac{(I_m + \text{Noise})}{I_m}
\]

\[
\text{MSE} = \frac{1}{xy} \sum_{i=1}^{x} \sum_{j=1}^{y} [A(i, j) - B(i, j)^2]
\]

It represents five series of test cases. This graph represents curve of BER values for various attacks implemented. The graph shows that the random and Quantization attacks affect the videos to a maximum, thus causing various peaks to occur around each multiple of 11 i.e., 11, 22, 33 etc., as we have implemented 11 attacks in total. Quantization attack affects the video more compared to other attacks in this work. Table 2, shows the maximum and minimum bit error rate [1].

**Table 2. Concluded Maximum and Minimum BER values**

<table>
<thead>
<tr>
<th>MAX</th>
<th>0.34</th>
<th>Quantization</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN</td>
<td>0.0028</td>
<td>Frame Blending</td>
</tr>
</tbody>
</table>

This proposed technique compared to [21-23] and [6] techniques is more efficient and robust.
5. Conclusion and Future Work

The obtained results from this hybrid watermarking model indicate that this technique provides robustness and fidelity to the watermarked video with moderate payload capacity. This technique provides better recovery of watermarked image after performing various attacks. This watermark model fulfils all the requirements suits to video watermarking as mentioned in Section I. This hybrid approach is unique and provides better results for watermarking. For further improvements, the watermarked video quality can be improved by adding more payload data and by optimizing quantization attack.

Figure 8. Histogram Representation for Various Attacks
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