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Abstract

A face recognition algorithm based on local binary Haar features which represented as Kadane optimizing multi-threshold AdaBoost was proposed according to the problems of texture shape feature representation and classification algorithm accuracy in the process of facial classifying detection and recognition. First, improve the traditional expression by using image Local binary pattern of Haar features, improve image model of texture and shape feature expression ability; Secondly, for single threshold weak learning algorithm we can not make full use of local binary Haar feature information, resulting in a lower classification accuracy problem proposed Kadane optimizing multi-threshold AdaBoost classifier, to achieve local binary Haar feature representation of facial high accuracy recognition; Finally, through the experiments show, efficient face recognition rate can reach more than 90% by the algorithm, which is superior to the selected comparison algorithm.
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1. Introduction

Face detection is a fundamental problem in the field of computer vision. It is widely used in face recognition system, human-computer interaction system and monitoring system [1]. At present, there are many research results, which are devoted to face detection more quickly, more accurate and more convenient to detect system structure and so on. For example, the literature [2] constructs a skin model used to quickly locate candidate face regions. In recent years, research results show that it is an effective way to improve the accuracy of detection by integrating the features of human face into the computation of face detection [3]. In the literature [4], a new method which can quickly adapt to the pretrained classification is proposed, which can not be classified and retrained according to the new test instances, and the results obtained are good. In the document [5], the data mining technology is applied in the face detection task to find the effective edge feature automatically. In practice, the most popular face detection system is usually a trade-off between efficiency and accuracy of face recognition. Because of this, the face detection method based on the Viola Jones [6] general object detection framework is still widely used today. The computational efficiency of Viola-Jones method is mainly used to reduce the computational complexity of the Haar feature, and the cascade AdaBoost classifier can improve the detection accuracy. The same based on the Viola Jones frame and aiming at the two problems using local binary pattern of Haar features of the traditional expression form is improved, and optimization design of multi threshold AdaBoost classifier based on Kadane and improve the robustness of the model of light interference, and achieve high facial recognition accuracy.
2. Facial Haar Feature Local Binary Pattern

2.1. LBP Feature Extraction

The essence of Local Binary Pattern is a kind of description operator based on local texture feature. Threshold contrast function form of LBP algorithm as below [12]:

\[
f(I(P), I(P_i)) = \begin{cases} 
1, & \text{if } I(P) - I(P_i) \geq T \\
0, & \text{if } I(P) - I(P_i) < T 
\end{cases}
\]  

(1)

In the equation, \( i = 1, 2, \ldots, 8 \), as the texture of the original figure, Figure 1 (a), as obtain the original texture image through LBP algorithm.

![Figure 1. LBP Algorithm Texture Image](image)

Image \( f(x, y) \)'s histogram can be defined as

\[
H_i = \sum_{x,y} I\{f(x, y) = i\}, i = 0, 1, \ldots, n - 1
\]  

(2)

\[
I(x) = \begin{cases} 
1, & X = true \\
0, & X = false 
\end{cases}
\]  

(3)

Because LBP features are presented in the form of histogram, the difference between different LBP characteristics can be evaluated based on Chi square statistics:

\[
\chi^2 = (S, M) = \sum_{i} \frac{(S_i - M_i)^2}{S_i + M_i}
\]  

(4)

In the formula, \( S \) and \( M \) respectively represent two different LBP feature histogram vectors.

2.2. Haar Features

Literature [13] proposed the success of the method lies in: one, use the simple and effective calculation method, namely Haar feature extraction, as shown in Figure 2, the second is the unbalanced structure classification tree, namely the cascade gentle AdaBoost classifier. In the face recognition system, the human face region can be effectively realized based on the image integral, and the Haar feature can be effectively implemented:

\[
S'(x', y') = \sum_{x,y} \sum_{x', y'} I(x, y)
\]  

(5)

Where \((x', y')\) and \((x, y)\) represents the pixel location. Once an image is obtained by scanning the image once, any Haar feature can be calculated by a very small number of addition and subtraction. Because even in a small image window (for example 24*24), it can be detected in the hundreds of thousands of Haar features. Only those which will have
good discriminative Haar features are selected to construct the unbalanced classification tree.

Because the pixel is used as the Haar feature to characterize the image texture, the shape feature of the image cannot be obtained, so the LBP operator based on Haar operator is improved.

2.3. HLBP Features

Use the extraction algorithm of construction of HLBP feature based on Haar feature and LBP feature. The specific process is shown in Figure 3, the encoding model diagram is presented in a symmetrical form, and the visible light dark area is converted back to the original shape. There are eight directions the light area center and the center of the model: [180, 225, 270, 315, 0, 45, 90, 135], the regional differences between dark and light can represent the texture changes and the information is stored in the center model HLBP feature values.

In the formula (6), the calculation form of the window parameters $W(s, t)$ and $M_s$ are referred to the literature [13].
3. Single Threshold Weak Classifier Cascade Face Detection

3.1. Gentle AdaBoost Learning

Each node classifier in the classification tree is known as the first level classification, and is constructed by Gentle AdaBoost learning. In the literature [6], the weak classifier is designed to be a simple function of a single threshold based on a single Haar feature in the classification stage. In general, for a given training sample:

\[ X \times Y = \{ (x_k, y_k) | k = 1, 2, \ldots, N \} \]  

(7)

In the formula, \( x_k \in \mathbb{R}^n \), \( y_k = \{-1, +1\} \), if the \( k \) example \((x_k, y_k)\) is positive, \( y_k = +1 \), otherwise \( y_k = -1 \). In this paper, we use \([x_k]_J\) represents the J Haar feature in \( k \) instance example \((x_k, y_k)\), and the order indicates that \( H_j = \{ [x_k]_J \} \) represent the j Haar feature value assembly. According to the Haar value assembly, the training samples can be divided into 2 parts by a single threshold. The optimal threshold value can be determined by minimizing the weighted error. Then, the weak classifier can be defined as:

\[ h_j(x) = \begin{cases} 1, & p_j[x]_J < \theta_j \\ 0, & \text{otherwise} \end{cases} \]  

(8)

In the formula, \( x \) represents observed value of the test case, \([x]_J\) represents the j Haar characteristic value, \( p_j \) indicates the polarity of the weak classifier \( p_j \in \{1, -1\} \). In the process of calculation of the optimal threshold \( \theta_j \), the corresponding eigenvalue is \([x]_1 \), first calculated and descending order, for example: \( \{ [x]_1, \ldots, [x]_n \} \), in which \( [x]_1 \leq [x]_n \), 1 \( \leq m < n \leq N \). For a numeric consisting of a sorted list, the maximum \( N + 1 \) potential of the threshold position is expressed, because this characteristic value is usually different, for example, the first threshold selection corresponds to, as well as the special case: \( \theta_{j_0} < [x]_1, \theta_{j_0} > [x]_n \).

3.2. Optimal Threshold Determination

Assume \( T^+ \) as the sum of the weights of all positive instances, \( T^- \) as the sum of the weights of all the negative examples, is \( T^+ + T^- = 1 \). For a given threshold \( \theta_j \), order \( S^+_j \) as the sum of the weights of all positive instances below the threshold value, indicating that the sum of the weights of all the negative examples below the threshold value \( \theta_j \). Assuming \( S^-_j \) as a weak classification function is defined \([x]_J < \theta_j \), then \( x \) positive, otherwise \( x \) negative. The sum of the classification errors is the sum of positive and negative examples \( T^- - S^-_j \). For the definition of weak classification function, we can use the same method to calculate the corresponding classification error \( S^+_j + (T^+ - S^+_j) \). Based on the previous analysis, the minimum weighted error can be evaluated:

\[ e_j = \min_i \left( S^+_i + (T^- - S^-_i), S^-_i + (T^+ - S^+_i) \right) \]  

(9)

The corresponding optimal threshold:

\[ \hat{i} = \arg \min_j \left( S^+_j + (T^- - S^-_j), S^-_j + (T^+ - S^+_j) \right) \]  

(10)
Under the optimal threshold, if the condition meet: 
\[ S_j^+ + (T^- - S_j^-) \leq S_j^+ + (T^+ - S_j^+) \], then 
\[ p_j = 1 \]; or \[ p_j = -1 \]. In addition, the best features can be determined according to its index:
\[
\hat{j} = \arg\min \ e_j
\]  

(11)

4. Multi-Threshold Weak Classifier

4.1. Kadane Calculation of Threshold

Because the single threshold weak learning can not make full use of the Haar feature information, it can not adapt to the sample distribution in the feature space, which result in low classification accuracy. For this shortcoming, a multi threshold weak classifier is used, and an intelligent selection method based on the optimal threshold is designed. In addition, a classification optimization problem is proposed based on the Kadane algorithm, and the computational complexity of the multi threshold algorithm is a linear increase of the computational complexity of the single threshold weak classifier. Based on the threshold value obtained by the Kadane algorithm, the feature space can be divided into 5 sub spaces at most, and the corresponding weak classification function can be defined by the evaluation of each classification range.

In the proposed algorithm, the given Haar feature is divided into 3 parts. The corresponding interval range can be divided into three regions, the leading region of the positive example, the dominant area of the negative example and the uncertain region. The regions are called: PR region, NR region and UR region. The specific location of the relationship as shown in Figure 4.

The \( \theta^+ \) and \( \theta^- \) corresponding positive instance dominant regions respective left and right boundaries, respectively. The \( \theta^+ \) and \( \theta^- \) corresponding negative instance dominant regions respective left and right boundaries. For the single threshold weak classifier, because there is only a potential \( N+1 \) threshold position, we can use the linear complexity \( O(N) \) to complete the optimal threshold calculation, which \( N \) is the number of examples in the training samples. However, to determine the positive range and the negative range boundary, if a similar approach is used, there is potential \( N(N+1)/2 \) positive and negative range case to be considered \( O(N^2) \). For Haar features, it is effective to calculate the positive range and the negative range boundary, which is usually converted into the following optimization problems:

\[
\begin{align*}
P1 &= \max_{\theta^+, \theta^-} \sum_{k} w_k y_k \\
\text{subject to} & \quad \theta^+ \leq x_k \leq \theta^-
\end{align*}
\]

\[
P2 = \min_{\theta^+, \theta^-} \sum_{k} w_k y_k \\
\text{subject to} & \quad \theta^+ \leq x_k \leq \theta^-
\]

In the formula, the weight of the instance \( k \) is expressed as \( w_k \), the optimization problem can be calculated by the Kadane algorithm, and the goal is to find the maximum sub array which contains the positive and negative one dimensional array to be realized. The time complexity of the Kadane algorithm is \( O(N) \), in which \( N \) is the length of the one dimension array. Obviously, the problem P1 is equivalent to solving the problem of the sum of the maximal sub arrays, which is similar to that of P2, which can be transformed into the maximum optimization problem.
Simple application of Kadane algorithm to find the positive range and negative range boundary, that is, the weak classifier threshold. Specific, for the Haar feature \( H \), first of all the feature list were in ascending order, similar single threshold weak classifiers to construct the way and the appropriate weights and training examples, \((w_k^i, y_k^i)\), \(k = 1, 2, \ldots, N\). Then, the Kadane algorithm is used to obtain the optimal solution \((l^+, r^+)\) and \((l^-, r^-)\) of the problem P1 and the problem P2, in which \(l^+\) and \(r^+\) the left and right of the negative range are expressed. Finally, the threshold value is evaluated by selecting the characteristic value of the boundary and the adjacent region of the characteristic value:

\[
\theta^+_l = \frac{[x_{l^+} y_{l^+} + x_{l^-} y_{l^-}]}{2} \tag{13}
\]

\[
\theta^+_r = \frac{[x_{r^+} y_{r^+} + x_{r^-} y_{r^-}]}{2} \tag{14}
\]

\[
\theta^-_l = \frac{[x_{l^+} y_{l^+} + x_{l^-} y_{l^-}]}{2} \tag{15}
\]

\[
\theta^-_r = \frac{[x_{r^+} y_{r^+} + x_{r^-} y_{r^-}]}{2} \tag{16}
\]
Algorithm 1: calculate the positive and negative range of the first Haar eigenvalue $\lambda_j$.

Input: training data $[\{x_k, y_k\}]_{k=1,2,\ldots,N}$  

Output: positive range $[\theta', \theta]$ and negative range $[\theta, \theta']$  

for $i=1,2,\ldots,N$ do

if $x > i$ then

$c := c + w_i'$

end

if $c < i$ then

$c := c - w_i'$

end

end

Step 3 : Output threshold :

$[\theta', \theta] := [\text{Mean}_{x_i} + \text{Mean}_{x_{i+1}}]/2$  

$[\theta, \theta'] := [\text{Mean}_{x_i} - \text{Mean}_{x_{i-1}}]/2$

4.2. Multi-Threshold Weak Classifier

In the literature [6], it points out that the performance of AdaBoost Gentle algorithm is better than the discrete AdaBoost algorithm and real number AdaBoost algorithm, so the AdaBoost Gentle algorithm is used to construct a strong classifier. According to the above, a plurality of thresholds can be determined based on the following parameters $\theta$, $\theta'$, $\theta$ and $\theta'$ as well as restrictions and conditions $\theta < \theta$ and $\theta > \theta'$. The 4 threshold parameters can be divided into 5 sub ranges of one dimensional space. Clearly in the restrictions and conditions, the existence, and the 6 kinds of interval division of the parameters can be divided into 5 sub ranges of one dimensional space. Therefore, there are six possible relationships between the positive range $[\theta', \theta]$ and the negative range $[\theta, \theta']$. But it can be theoretically proved that (e) and (f) two kinds of situations are not possible.

Proof: because, $[\theta', \theta]$ and $[\theta, \theta']$ respectively are the optimal solution to the problem P1 and problem P2, order, $\alpha = \sum_{i \in [k]} w_i y_i$, $\beta = \sum_{i \in [k]} w_i y_i$, then there is:

$$
\begin{align*}
\alpha &= \sum_{\theta < \theta'} w_i y_i + \sum_{\theta' < \theta} w_i y_i \\
\beta &= \sum_{\theta < \theta'} w_i y_i + \sum_{\theta' < \theta} w_i y_i 
\end{align*}
$$

(17)

Because $\alpha > \sum_{\theta < \theta'} w_i y_i$, according to the formula (12) we can get $\sum_{\theta < \theta'} w_i y_i > 0$. Similarly, according to $\beta < \sum_{\theta' < \theta} w_i y_i$, there is
\[ \sum_{i \in \{x_i\} \cap \Omega} w_i y_i < 0 \]. Based on the assumption that there is a contradiction, the situation (f) is not possible. In the absence of the same syndrome (e).

Gentle AdaBoost requires each weak classifier to have confidence in the output. As shown in Figure 1, through the observation of training samples, the positive range of the output samples is higher than the negative range of the probability of positive samples, negative range of confidence in the negative range of the output probability is higher than the positive range of samples. Therefore, for a multi threshold definition interval \([u, v]\), the confidence function of the characteristic is corresponding to the characteristic \(C_{j(u,v)}\) is.

\[
C_{j(u,v)} = \frac{\sum_{i \in \{x_i\} \cap u} w_i y_i}{\sum_{i \in \{x_i\} \cap v} w_i}
\]  

(18)

The weak classifier function of the first Haar feature is represented by the piecewise function \(g_j(x)\). In Figure two cases (a) (b), can be defined as a function of the form:

\[
g_j(x) = \begin{cases} 
C_j(\theta^+, \theta^-), & \theta^+ \leq [x], \leq \theta^- \\
C_j(\theta^-, \theta^+), & \theta^- \leq [x], \leq \theta^+ \\
C_j(\infty, \min(\theta^+, \theta^-)), & [x] < \min(\theta^+, \theta^-) \\
C_j(2 \min(\theta^+, \theta^-), +\infty), & [x] > \max(\theta^+, \theta^-) \\
0, & \text{otherwise}
\end{cases}
\]  

(19)

According to the formula (13), the confidence values of different ranges can be got. It should be noted that the positive and negative range is defined as zero. In fact, it can be proved in the form of mathematical deduction. For the case (a), it is assumed that there are two possible:

\[
\sum_{i \in \{x_i\} \cap \Omega} w_i y_i > 0
\]

(20)

\[
\sum_{i \in \{x_i\} \cap \Omega} w_i y_i < 0
\]

If meet \( \sum_{i \in \{x_i\} \cap \Omega} w_i y_i > 0 \), we get :

\[
\sum_{i \in \{x_i\} \cap u} w_i y_i = \alpha + \sum_{i \in \{x_i\} \cap v} w_i y_i > \alpha
\]  

(21)

This means \( \theta^+ \) and \( \theta^- \) P1 are not the optimal solution. In the same way we know that if meet \( \sum_{i \in \{x_i\} \cap \Omega} w_i y_i < 0 \) then \( \theta^-, \theta^+ \) are not the optimal solution to P2, then the above assumption is not true, we know \( \sum_{i \in \{x_i\} \cap \Omega} w_i y_i \neq 0 \). According to formula (13), the confidence interval of the interval is zero. This case also applied for Figure 1 (b).

According to the Fig1 case (c), weak classifier function can be defined as the form:

\[
g_j(x) = \begin{cases} 
C_j(\infty, \theta^-), & [x] < \theta^- \\
C_j(\theta^- \theta^+), \theta^- \leq [x], \leq \theta^+ \\
C_j(\theta^+ \theta^-), \theta^+ \leq [x], \leq \theta^- \\
C_j(\theta^+, +\infty), & [x] > \theta^+
\end{cases}
\]  

(22)

According to the Figure 1 case (d), weak classifier function can be defined as the form:
\[
g_j(x) = \begin{cases} 
C_j(-\infty, \theta_1), & [x] < \theta_1 \\
C_j(\theta_1^-, \theta_1), & \theta_1^- \leq [x] < \theta_1 \\
C_j(\theta_1^-, \theta_1^-), & \theta_1^- \leq [x] \leq \theta_1^- \\
C_j(\theta_1^-, \theta_1), & \theta_1^- \leq [x] \leq \theta_1^- \\
C_j(\theta_1^+, \theta_1), & [x] > \theta_1 
\end{cases}
\]  
(23)

Using squared error function:

\[
\varepsilon_j = \sum_{i=1}^{N} w_i (g_j(x_i) - y_i)^2 
\]  
(24)

Based on (19) squared error function, the classification performance of weak classifier is evaluated, which \( \varepsilon_j \) indicates the training error of the weak classifier. For each stage of the AdaBoost Gentle algorithm, the minimum weight error of the weak classifier is chosen as the parameters of the cascade classifier.

5. Experimental Analysis

Experiment 1: (classifier performance test) here to prepare 10000 positive examples and 10000 negative examples as the training data, and each instance of the size of 24 x 24 pixels. The Adabooost gentle algorithm is used to generate two strong classifiers, each of which consists of 100 weak classifiers. A classifier is trained using the weak classifier learning algorithm, and the other classifier is trained using the single threshold weak classifier learning algorithm.

Order the strong classifier, \( G(x) = \text{sign} \left( \sum_{i=1}^{M} h_i(x) - b \right) \), the detection rate of the 2 classifiers can be obtained by adjusting the threshold parameters, such as the false alarm rate curve (FAR) and the detection rate curve (DA). 10000 positive examples and 10000 negative examples are selected as the test data. The simulation results are shown in Figure 5.

![Figure 5. Performance Curve of Detection Rate False Alarm Rate](image)

Figure 5, contrast curve showed that, under the same detection rate and the Titus threshold classifier false alarm rate is lower than the single threshold classifier of the false alarm rate. This shows that the multi threshold weak classifier has stronger recognition ability than the single threshold weak classifier.

Experiment 2 (feature extraction performance test) here is to select the Brodatz texture scale transform library classification experiments, verify the effectiveness of the method of feature extraction. The Brodatz contains 32 pieces of texture are texture pixels. Each texture is divided into 16 different size is the size of the image, the first use of histogram equalization to remove the sample brightness difference. In addition, 3 sets of auxiliary
samples were generated for each sample rotation. To enlarge the image of the original sample image center into a pixel image, the process can be obtained through the process of rotating and enlarged image test training samples (shown in Figure 6). A total of 2048 sets of test training samples were obtained from the above mentioned samples. Select 32 groups of samples from each of the above categories as the training set, the other selected 32 sets of samples as a test set.

![Figure 6. Brodatz Texture Library Sample](image)

Experimental results as shown in Table 1, below, HLBP feature extraction than using LBP feature extraction and recognition accuracy is improved based on, in terms of computational efficiency in 2048 samples Gallery the time-consuming long increase about 1s, per sample images increases when the length is about 0.5ms, based on LDP feature extraction and the recognition rate is 85.73%, but the computation time increased to about 155.84s calculated price is not high. Next, after using the Gabor+LBP algorithm, the recognition rate is increased to 91.12%, but the computation time is greatly increased to 573.16s. And the Gabor+HLBP algorithm relative to Gabor+LBP algorithm recognition rate has improved, and the computation time is reduced to 284.31s. Gabor+HLBP algorithm and Gabor+LBP algorithm in the increase of normalized operation, the calculation of long time changes, but the algorithm recognition rate has declined, it is not necessary for the feature extraction and recognition.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correct rate(%)</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>82.92</td>
<td>36.64</td>
</tr>
<tr>
<td>LDP</td>
<td>85.73</td>
<td>155.84</td>
</tr>
<tr>
<td>HLBP</td>
<td>87.89</td>
<td>37.69</td>
</tr>
<tr>
<td>Gabor+LBP</td>
<td>91.12</td>
<td>573.16</td>
</tr>
<tr>
<td>Norm+Gabor+LBP</td>
<td>90.73</td>
<td>579.27</td>
</tr>
<tr>
<td>Gabor+HLBP</td>
<td>92.86</td>
<td>284.31</td>
</tr>
<tr>
<td>Norm+Gabor+HLBP</td>
<td>91.69</td>
<td>281.65</td>
</tr>
</tbody>
</table>

6. Conclusion

In this paper, based on the local binary Haar feature representation, the Kadane optimal multi threshold AdaBoost face recognition algorithm is proposed, which can improve the efficiency of the feature extraction and improve the accuracy of classification. The experimental results show that the proposed algorithm can improve the performance of the proposed algorithm, and the performance of the algorithm is improved compared with the literature. In this paper, by using contrast in the experimental stage clean background standard database as the experimental object, in the design phase of the algorithm also does not take into account the image background, research on how to effectively enhance
the complex environment under the background of face recognition accuracy remains to be the subject of further research.
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