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Abstract 

In order to improve the association matching of multiple pedestrians in occlusion 

scene, an improved algorithm is proposed in this paper that combines the similarity 

matching of pedestrian object’s major color spectrum histogram combination with joint 

probabilistic data association. The similarity to major color spectrum histogram of 

pedestrian’s object is calculated between the previous and the frame that current frames 

in this algorithm. And take the centroid location of pedestrian’s target which is with the 

most largest similarity to correct the state vector of the JPDA algorithm in the current 

frame. The experimental results show that the proposed algorithm could make the number 

of the targets’ label adhesion reduced to 40%, the number of the targets’ label confusion 

decreased about 33%, the recall rate of targets is increased by 6.8%, and the tracking 

accuracy is improved by 9.2% compared with the classical JPDA algorithm when the 

occlusion rate between pedestrians and intensity are not very high. 

 

Keywords: pedestrian tracking, occlusion, part model combination, similarity 

matching, joint probabilistic data association 

 

1. Introduction 

Video pedestrian tracking is one of the most important research directions in computer 

vision[1], and it is widely used in security monitoring, human computer interaction and 

other fields [2-3]. In order to solve this tracking problem, researchers have proposed many 

tracking algorithms. However, there are still many difficulties in tracking pedestrians; one 

of the most important challenges is occlusion, including the occlusion between 

pedestrians as well as the pedestrians between pedestrians and background. 

To achieve multi-target tracking, the recognition of different moving targets in 

successive frames, is needed to carry on data association according to the detection result 

of the surveillance video which exists multiple pedestrians. Joint probabilistic data 

association (JPDA) is a data association algorithm that is commonly used in multi-targets 

tracking. This is an association matching algorithm based on  probability which is 

commonly used for point targets in clutter environment. This kind of methods which are 

based on probability and applied to the video images  tracking system of pedestrian, will 

easy make targets’ label adhere and confuse when there exists occlusion between the 

pedestrians[4]. So-called adhesion, means that certain pedestrian targets' label are 

associated with a target in the algorithm, and misses the other targets' trace. Confusion is 

that some targets' label happen to exchange error. This is because that the classic JPDA 

algorithm[5] only uses status information of targets(e.g., target position, velocity, etc.) 

when we're taking measurement with the state of multiple targets. so that if the target 

tracking gate have some overlap, then error association which lead to the emergence of 

adhesion and confusion is prone to happen. 

In order to overcome the impact of occlusion effectively, a number of anti-occlusion 

tracking algorithm has been proposed in recent years. The occluded situation is 
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considered as a state component of the target in reference [4], and  observations 

confidence of the target is calculated on the basis of the estimation of occlusion. This 

method can deal with the adhesion problem when the population density is not high, but 

the targets’ label processed is not good. Objects are distinguished between the prior object 

and the occluded object by the method based on color histogram matching in reference 

[6].This method has a fast matching speed, is prone to emerge error matching however 

when different objects have similar colors, and re-division after target occlusion 

emerging. The tracking method which relies on detection is used in reference [7], detect 

pedestrian objects by using a variable part model (DPM), and train classifier for multiple 

pedestrians occluded each other by using support vector machine method. Although it 

improves the missing rate of pedestrian targets, but still haven't address the problems of 

adhesion and confusion for  targets' label effectively. Andriyenko etc believed that multi 

target tracking problem can be modeled as a discrete continuous optimization problem in 

reference [8-9], in Which discrete optimization and labels cost is used to execute data 

association, resulting in a near optimal solution, its tracking accuracy is better, but the 

adhesive number of targets' label is still high. For the questions of literature [8-9] that 

target's label will be adhesion, Andriyenko has proposed an improved algorithm that 

combined Conditional random field (CRF) model in the literature [10], which greatly 

improves the issues of the targets' label adhesion, but for the question of label's confusion 

also can not get better improvement.  

For the problems the defects that the targets' label is prone to emerge adhesion and 

confusion in multiple pedestrian targets tracking where above reference mentioned, an 

improved joint probabilistic data association algorithm combined with pedestrian objects 

similarity matching method is proposed in this paper. It is took centroid location of 

pedestrian target which has maximum similarity largest to correct the state vector of the 

JPDA algorithm in current frame by calculating the major color histogram similarity 

spectrum of pedestrian object which is detected in successive frames.  

 

2. Introduction of Classic JPDA Algorithm 

We assume that T-targets were tracked in the crowded and clutter environment, and 

measured in discrete time. The state equation and measurement equation goal are shown 

as follows: 

 

       
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t t
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                                                                                    (1) 

Where 0,1,2,k   , 1,2, ,t T  ; ( )tF k  is the state transition matrix of target t in the 

moment k. ( )tX k  is the state vector of target t in the moment k. ( )tV k  is the zero mean 

and white Gaussian processing noise sequence of target t in the moment k.  H k  is the 

measurement matrix.  W k  is the zero mean and white Gaussian measurement noise 

sequence of target t in the moment k.  

When the measurement falls in the confirmation gate of a certain target, the 

measurement will be considered to be a valid measurement. We assume that there are km  

valid measurements. Then the associated probability of the i-th valid measurement and the 

target t is shown as formula (2): 

       
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                                                                                 (2) 

The  state estimation of target t in the moment k is shown as formula (3): 
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Where  it k  represents the event that measurement i and target t are associated at 

time k.    
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 , where  j k  represents j-th joint event. 
k

N  represents the 

number of joint events. 
kZ  represents the set of all valid echo.  |t

iX k k


  represents the 

state estimation which is gotten with Kalman filtering for target t by the i-th valid 

measurement of target i..  tK k  is the filter gain. The error covariance updated formula 

which is corresponding to the updated state estimate is shown as follow: 
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3. Improved JPDA Algorithm Combined with the Major Color 

Spectrum Histogram Similarity Matching Method 
 

3.1. Pedestrians Object Major Color Spectrum Histogram Similarity Matching 

Method 

 

3.1.1 Parts of Pedestrian with Major Color Clustering: The major color spectrum 

histogram method which Piccardi etc proposed [12] Meanwhile, because this paper has 

considered the situation of occlusion, and uses the method of reference [14] to modeling 

those pedestrians in the target detection stage. The target is divided into 10 parts, 

including the head, torso, two thighs, two legs, two upper arms, two arm etc, the model of 

the human body is shown in Figure 1. 

 

Figure 1. Human  Body  Model  Learned  From  the 
Reference [14] Example Configuration 

We can know by the prior knowledge, the major difference between pedestrian objects 

is the cloth color difference of the object. Therefore, upper body parts of the target(head, 

torso, upper arms, forearm) and lower body parts of the target (thighs, calves) is used the 

normalized Euclidean distance in the RGB color space. And the pixels of target parts are 

clustered by setting the threshold between classes. It is shown as follows: 
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Where 
1C and 

2C  are two color vectors in RGB color space; 
iR ,

iG  and 
iB  represent 

gray values of each color channel for the pixel i in RGB color space respectively. We 

assume that there exist M major colors in color spectrum of part i for target A, then the 

major color spectrum of part i for target A can be expressed as  formula (6): 

   
1 2
, , , , ,

i i it iMi
i A A A AMCSHR A C C C C                                                                                 (6) 

Where , 1,2, ,10; 1,2, ,
itA iC i t M     is the major T-th color class of the part i in 

target A, The major color histogram statistics of part i in target A can be expressed as 

formula (7) 

          1 2, , , , ,
ii i i it iMp A p A p A p A p A                                                                                (7) 

 

3.1.2. MCSHR Spatial Distribution Model for Parts of Pedestrian:  According to the 

method of reference [14], combination of pedestrian body parts can be expressed as 

 0 1, , , NL l l l  .  

Where  , , , ,i i i li hi il x y s s  , ix  and iy  are the center position coordinates of part i in il ; 

lis  and his  are the sizes of bounding box for part i; i  is the absolute orientation of part i. 

This paper learned from the thought of reference [13], and extended it to the parts model 

of pedestrian, calculated major color spectrum histogram combined with spatial 

information for each part of the pedestrian. 

It is assumed that the center coordinates of iM  major color classes of part i for 

pedestrian target can be expressed as: 
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                                                                                   (8) 

The distance-
itL  between the center of each color class to the center of human body 

part is calculated as follow: 

   
2 2

it it i it iL x x y y                                                                                               (9) 

The position weight- tl  of each color class is defined as formula (10): 
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The relative weight coefficient of each color class is gotten by normalizing tl : 
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The frequency statistics of major color for the human part is multiplied by relative 
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weight coefficients before normalization processing, then can get frequency statistics 

value combined with the position weight of color class space distribution  sp itp A : 

 
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                                                                                            (12) 

 

3.1.3 Pedestrian Similarity Measurement and Match: In the occlusion scene, the 

pedestrian object similarity matching algorithm is shown in Figure 2. 
 

The position and the 
size of pedestrian 

targets are estimated 
by Kalman filter.

To judge whether 
The target is occluded 

according to the euclidean 
distance between 
the targets.

Matching similarity 
of major color 

spectrum histogram 
between two 

successive frames for 
pedestrian objects

Matching similarity 
of two major color 
spectrum histogram 
between two frames 
that one is before 
fusion and the 
other is after 
spliting for 

pedestrian objects

Yes No

 

Figure 2. The Pedestrian Object Similarity Matching Algorithm in this Paper 

In Figure 2, the occlusion between pedestrian targets means the serious occlusion 

between targets. i.e., occluded object is more than half of the body occluded. Due to we 

consider the occlusion between target may exist directionality that is shown in Figure 3, 

where euclidean distance threshold is selected adaptively by using the following formula: 

   
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
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                                                                                 (13) 

 

Where  ,D a b  is the Euclidean distance of pedestrian target centroid between a and b. 

  is the included angle of two pedestrian target centroid line and a horizontal direction. 

And where h and w are respectively the height and width of bounding box for the 

occluded object. 
 

  

Figure 3. The  Occlusion  of  Vertical  and  Horizontal  Direction 
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We assume that the object of pedestrians in a frame for a goal. A, its matching a 

candidate target in another frame for B, similarly, in the part 'i of the candidate target B, 

which the spatial distribution location weighting of main color spectrum histogram can be 

represented as 'MCSHR  and the spatial distribution location weighting of the fusion color 

can be represented as )(P 'isp B , to define a subset of 'MCSHR  as follows: 

   
1 2' ' '' | , , , ,

it i i iLi A B B BMCSHR B C C C C                                                                                  (14) 

Where 
' , 1,2, ,
ijBC j L  . And the euclidean distance between 

'ijBC and 
itAC  is less 

than a given Cluster distance threshold  . 

|ij itB AC  is defined the most similar color with 
itAC  in the subset  '' iMCSHR B . satisfies 

the formula (15): 

  
' '| ': arg min ,

i j it i k itB A B AC j d C C                                                                                  (15) 

The frequency statistics of color class 
itAC  can be calculated simply by the formula (16) 

in the part i of target A: 
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Similarly, in the part 'i of the candidate target B, the normalized value of frequency 

statistics for color class 
' |i j itB AC  is calculated as formula (17): 
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                                                                                           (17) 

According to the reference [12], the major color class similarity for corresponding parts 

of target A and B  is calculated as follow: 

        
' | ', min , it

it i j it

A

A B A norm it norm i jsim C C p A p B                                                                              (18) 

The similarity from  part i of target A to part  of the candidate target B is calculated as 

follow: 

   
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i
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Since the uniqueness of pedestrian objects it is in adjacent two frames, so the symmetry 

of matching is considered in calculation of similarity. Similarly the similarity which is 

from the part  of candidate target B to the part i of the target A can be gotten. 

A symmetrical similarity matching formula finally can be gotten as follows: 
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Where       min ' ' ', min , , ,i i i i i iSim A B sim A B sim B A ,       max ' ' ', max , , ,i i i i i iSim A B sim A B sim B A , 
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discrim   is a given difference threshold value.  

Due to this paper took into account the possible that local limb occlusion of pedestrian 

target may exist,  Actually it only need to successfully match five parts which are 

pedestrians body, a thigh, a leg, an upper arm, a forearm respectively. Then it can be 

considered as the same pedestrian. 
 

3.2. Revise the State Vector of JPDA Algorithm 

After completing the similarity matching of the target, the state vector of JPDA 

algorithm is corrected by the measurement of targets' position in current frame as which is 

made by the position of targets' centroid that is matched with the one of previous frame. 

Association matching algorithm is shown in Figure 3. 
 

Effective measurement 
and association 

probability of target

The state of the 
current frame is 

estimated by Kalman 
filter

Using the centroid position 
of target which is after 
similarity matching to 

correct the state estimation 
of JPDA

The state estimation is 
corrected by using 
centroid position of 

target after similarity 
matching

The state of the next 
frame is predicted by 

using Kalman filter with 
target state modified 

 

Figure 3.  The  Improved  Association  Matching  Algorithm 

4. Experimental Results and Analysis 

The experimental environment is AMD Athlon dual-core processor, 1.7GHz for 

dominant frequency, 1GB RAM. The software development platform are Matlab 2010b 

and VC + +6.0 which are used as mixed programming, operating system is Windows XP 

Professional SP3,  PETS 2009 data set[15] is used in this paper, its total number of frames 

is 795, we only process the prior 300 frames. The detection figure of pedestrian's parts 

model is shown as Figure 4. 
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Figure 4.  The Detection  Figure  of  Pedestrian's  Parts  Model 

This paper refers to the reference [12], the color clustering distance threshold and the 

difference threshold are taken the value of 0.05 and 0.4 respectively in similarity 

matching module of improvement algorithm. 

Classic JPDA algorithm will appear the phenomenon of label adhesion and label 

confusion in experiment. Four frames which are took as an example in this paper are 

shown in Figure 5 and Figure 6 respectively. It can be seen from Figure 5, two target's 

label which are labeled No. 7 and No. 8 respectively adhered on a target  because the label 

of No. 8 target is probability associated to No. 7 target. The targets' label appear 

confusion in two frames of Figure 6, The label of yellow No. 6 target and the label of red 

No. 1 target are exchanged. It is because that the error probability association which is 

generated by the using of single target motion information. 

         
 

               (24th  Frame)                                                                 (32th  Frame) 

Figure 5.  Classical JPDA  Algorithm  Appears  Label  Adhesion 

        
 

(104th Frame)                                                      (110th Frame) 
 

Figure 6. Classical JPDA  Algorithm  Appears  Label  Confusion 
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The effects of association matching algorithm which is improved are shown in Figure 7 

and Figure 8. Two targets whose label are No. 5 and No. 6 in Figure 7 has overcame the 

problem of adhesion corresponding to the targets whose labels are No. 7 and No. 8 in 

Figure 5. The labels of two targets in Figure 8 has also solved the problem of confusion 

corresponding to the targets whose labels are No. 6 and No. 1 in Figure 5.  

   
 

(24th  Frame)                                                                          (32th  Frame) 

Figure 7. Improved Association Matching Algorithm 

 

     

(104th Frame)                                                                         (110th Frame) 

Figure 8. Improved Association Matching Algorithm 

The targets' trajectory of 50 images for two algorithms are shown as Figure 9 and 

Figure 10. It can be seen from Figure 10, the targets which label No. 7 and No. 8 have 

achieved trajectory separated that they are adhered together in Figure 5, as yellow-green 

target trajectory in Figure 10. Meanwhile, because of using association matching, the 

trajectory of target whcih labels No. 6 and yellow didn't regenerate as the red and green 

discontinuous trajectory in Figure 9. 
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Figure 9. The  Trajectory  Figure  of  Classical  JPDA  Algorithm 

 

 

 

Figure 10. The Trajectory Figure of Improved Association Matching 
Algorithm 

This paper adopts literature [4, 10] indicators, using targets' recall rate (Rcll) and 

precision (Prn), the number of adhesion and confusion as the indicators to compare the 

performance of literature [5, 10] with the tracking algorithm in this paper. And it is shown 

in Table 1. 

Table 1. The Performance Comparison Chart of these Algorithms 

algorithm Rcll Prn 
The  number 

 of  adhesion 

The   number  

of   confusion 

 

Classical JPDA algorithm[5] 
69.5% 77.4% 5 9 

DTLE[10] 77.3% 87.2% 1 8 

Improved association matching 

algorithm 
76.3% 86.6% 2 3 

 

5. Conclusions 

For the defects that the targets' label adhesion and targets' label confusion are prone to 

emerge in classical JPDA algorithm, a improved tracking algorithm that pedestrian 

object's major color spectrum histogram (MCSHR) similarity matching method combined 

with joint probabilistic data association (JPDA) is proposed in this paper. Experimental 

results show that the algorithm in this paper has achieved the following four 

improvements compared with the classic JPDA algorithm when the occlusion rate and 

intensity between pedestrians are not very high: first, to reduce the number of the 
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adhesion for targets' label to the 40% of original; second, the number of confusion for the 

targets’ label decreased about 33%; third, the recall rate of targets is increased by 6.8%, 

fourth, the tracking accuracy is improved by 9.2%. The parts model of pedestrian targets 

need to be matched by the major color spectrum similarity in the improved algorithm of 

this paper. Therefore, with the increasing number of people in the scene, it will make the 

amount of calculation double and affect the real-time of this algorithm. This problem will 

be studied as a key issue in the next step. 
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