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Abstract 

Based on fuzzy one-class support vector machine (SVM) and least squares (LS) one-

class SVM, we propose an LS fuzzy one-class SVM to deal with the class imbalanced 

problem. The LS fuzzy one-class SVM applies a fuzzy membership to each sample and 

attempts to solve the modified primal problem. Hence, we just need to solve a system of 

linear equations as opposed solving the quadratic programming problem (QPP) in fuzzy 

one-class SVM, which leads to an extremely simple and fast algorithm. Numerical 

experiments on several benchmark data sets demonstrate the feasibility and effectiveness 

of the proposed algorithm.  

 

Keywords: Class imbalanced learning, One-class SVM, Least  squares, Fuzzy 
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1. Introduction 

There are many class imbalanced problems in real-world applications such as 

information retrieval and filtering [1], the detection of oil spills [2] and the 

creditcard fraud detection [3]. The class imbalanced problem is characterized as one 

class is represented by a large number of samples while the other is  represented by 

only a few samples. In traditional algorithms, the decision boundary is always 

skewed toward the minority class. Therefore, improving the accuracy of the 

minority class is a meaningful research. In the past few years, there have been many 

studies on reducing the bias of decision boundaries produced by the class 

imbalanced problem [4-6]. For the imbalanced learning, there are mainly two 

categories of methods to develop better performing classifiers with imbalanced data 

sets. One is sampling method, either randomly or intelligently, to obtain an  altered 

class distribution [7-10]. The other is to modify the learning algorithms such as cost 

sensitive method [11-12], margin calibration [13] and kernel-based method [14]. On 

heavily-imbalanced data, applying one-class SVM to the class imbalanced problems 

is widely available [15-18].   

The support vector machine (SVM) can effectively deal with the binary classification 

problem [19-21] by using both positive and negative samples. However, in one-class 

problems, usually, only one class is available, and others are difficult or expensive to 

obtain. The one-class SVM only uses positive samples in training process. It can 

generally be used to solve the following problems such as anomaly detection or novelty 

detection [22], class imbalanced problem [18] and image processing [23]. Schölkopf et 

al. [24] proposed a method of adapting the SVM conception for the one-class SVM. Its 

strategy is to map the samples into a high-dimensional feature space corresponding to a 

kernel and construct a maximal margin hyperplane to separate the training samples from 
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the origin. Instead of a hyperplane, a hypersphere is used to encircle the training samples, 

which is called support vector data description (SVDD) [25]. Many efforts have been 

made to reduce the time complexity or raise the classification accuracy. To decrease the 

training time, the author proposed the least squares version based on the standard one-

class SVM [26]. To increase the accuracy, the authors assign each sample a membership 

value according to its importance in the data set. The benefit of this fuzzy information is 

raising the effectiveness of algorithm and reducing the effects of outliers or noise 

samples [27-28].  

In this paper, we propose a least squares fuzzy one-class SVM (LS fuzzy one-class 

SVM). Firstly, different from the fuzzy one-class SVM, the proposed method uses a 

quadratic loss function in objective function and equalities in the constraints. The 

solution only requires solving a set of linear equations, instead of solving a complex QPP 

in the original method. Thus our method owns low time complexity. Secondly, different 

from the LS one-class SVM, our method embeds the fuzzy information into the 

corresponding optimization problem, which improves the effectiveness. Computational 

comparisons of the three algorithms on both generalization performance and training 

time have been made on several benchmark data sets. The experimental results show that 

the proposed method acquires the comparable accuracy with the fuzzy one-class SVM 

and the comparable fast learning speed with the LS one-class SVM.  

This paper is organized as follows. Section 2 briefly dwells on the fuzzy one-

class SVM and the LS one-class SVM. Section 3 gives our LS fuzzy one-class 

SVM. Experiments are presented in Section 4. Section 5 concludes this paper. 

 

2. Background Review 
 

2.1. Fuzzy One-class Support Vector Machine 

Given a training set 1 2{ , ,..., }, .n

l iT x x x x R   The fuzzy one-class SVM [27] 

searches for a crisp hyperplane that separates the image of the target class from the 

origin:  

                              Tf x w x b                                                       (1) 

where , ,nw R b R  and     is to map a data set  to high dimensional feature 

space H . Its prime problem can be expressed as   

2

, ,
1

1
min

2

. . ( ) 0 0, for 1, ..., .,

i

l

i i
w b

i

T

i i i

w b C

s t w x b i l



 

  



 

    


                    (2) 

where 10  i  is the fuzzy membership, and it is the attitude of the 

corresponding sample ix  toward the target class. The minimization of the 

regularization term 
2

w  is equivalent to the maximization of the margin between 

the target class from the origin. ),...,,( 21 l   is called the slack variable. The 

parameter 0C  is to balance the model complexity and the empirical rick. Using 

the Karush-Kuhn-Tucker (KKT) conditions, we can formulate the dual problem as 
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where ( , ) ( ) ( )T

i j i jK x x x x   is a kernel function. Once the solution 

),...,( li    to  the  problem (3) has been obtained, the decision function )(xg   

for  fuzzy one-class SVM can be expressed as follows.  
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ii bxxKxfxg                                    (4) 

 
2.2. Least Squares One-class Support Vector Machine 

Inspired by one-class SVM, Y. Choi [26] proposed least squares one-class SVM. 

The LS one-class SVM can be derived through solving the following optimization 

problem.  
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By introducing  Lagrangian multipliers and constructing a Lagrangian function, one 

gets the following  set of linear equations.  
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where 
Te )1,...,1( , (0,..., 0)T0 , nI  denotes nn  identity matrix. Once the 

solutions  and b can be obtained from (6), the hyperplane obtained from (6) can 

be written as follows.  
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3. Least Squares Fuzzy One-class Support Vector Machine 

In this section, utilizing the fuzzy information and the LS technology, we 

propose the fuzzy LS one-class SVM. Its optimization problem can be described as 

2 2
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In (8), the first term 
21

2
w in the objective function is to control the model complexity. 

The variable i  represents the loss caused by a training sample ix  with respect to the 

hyperplane, i.e. )( i

T

i xwb   . The third term minimizes the sum of the loss 

variables. Unlike the fuzzy one-class SVM, we reformulate our method by using the 
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quadratic loss function and the equality constraint. Unlike the LS one-class SVM, we add 

the fuzzy information to each sample.  

  In order to solve problem (8), we construct the Lagrangian function  

2 2
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where the  ）（ l ,...,1  is the  Lagrangian multiplier vector. Differentiating L with 

respect to iibw  ,,, and setting the results to zero, we obtain 
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Eliminating w  and i  through substitution in (13) yields 
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Utilizing the (11) and (14), we can obtain   and b by the following equations. 
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where 
Te )1,...,1( , (0,...,0) .T0  K  is the kernel matrix, S is a diagonal matrix given 

by 
1 2

1 1 1
{ , , ..., }.

l

S diag
C C C  

  i is the fuzzy membership which assigns to each 

sample. Utilizing the solution of (15), we present the optimal hyperplane of the LS fuzzy 

one-class SVM.  
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4. Experiments 

To check the validity of the proposed LS fuzzy one-class SVM in dealing with the 

class imbalanced problem, we compare it with the fuzzy one-class SVM and the LS one-

class SVM on several UCI benchmark data sets [30]. All the algorithms  are implemented 

on MATLAB 2012a under Windows 7 running on a PC with system configuration 

Intel(R) Core(TM) i3 processor with 4 GB RAM. We utilize “qp.m” for fuzzy one-class 

SVM, “inv.m” for LS fuzzy one-class SVM and LS one-class SVM. We consider the 

Gaussian kernel function )exp(),(
2

yxpyxK   for all data sets in the 

experiments. There exist two parameters ),( Cp  need to be selected in the three 

algorithms. To search the optimal parameters, we derive the ),( Cp from the sets 

}5,...,3,4|10{}10,...,9,10|2{  ii ii
 on each training data set by cross-

validation approach. Unlike the fuzzy one-class SVM, our method and LS one-class 

SVM [26] have no decision functions. However, the hyperplane )(xf  itself represents 
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the optimal hyperplane in a least squares sense. As the optimal hyperplane is a distance 

function, we discriminate a test sample x  as positive (i.e., it belongs to the target class) if 

it satisfies ,)(    xf  where )(max kk xf , )(min kk xf with kx being 

a train sample.   

Table 1. Description of Nine Data Sets 

Data set Minority Majority feature Data size 

Wine 59 119 13 178 

Glass 29 185 9 214 

Vehicle 168 428 18 596 

Breast Cancer 239 444 10 683 

German 300 700 24 1000 

Diabetes 268 500 8 768 

Segment 323 1879 18 2202 

Abalone 391 3786 7 4177 

Fourclass 305 550 2 855 

Table 2.  Confusion Matrix 

 Predicted positive Predicted negative 

Positive class True Positive (TP) False Negative (FN) 

Negative class False Positive (FP) True Negative (TN) 

 

We evaluate the performance of fuzzy one-class SVM, LS one-class SVM and LS 

fuzzy one-class SVM on nine benchmark data sets, which consist of Wine, Glass, 

Vehicle, Breast Cancer, German, Diabetes, Segment, Abalone, and Fourclass. In these 

data sets, Breast Cancer, German, Diabetes and Fourclass are two-class imbalanced data 

sets. The minority class of each data set is regarded as the positive class, and the majority 

class of each data set is regarded as the negative class. The others are multi-class data 

sets. For Wine, Glass, Vehicle, Segment and Abalone, we use the 1st, 6th, 3th, 1st and 

7th class as the positive class, respectively. Table 1 shows the characteristics of these 

data sets. For each data set, the 5 cross-validation technique is used in all algorithms to 

search for the optimal parameters. To test the performance of the algorithms on 

imbalanced data sets, accuracy can not exactly reflect the effectiveness of the algorithm. 

Here the confusion matrix in Table 2 is utilized to give a more comprehensive and 

objective assessment. In this paper, we take sensitivity, specificity, -meanG , 
1

F   and  

AUC    as the performance measures as follows.  

 (1) ,
TP

sensitivity
TP FN




 

(2) ,
TN

specificity
TN FP




 

(3) ,G mean sensitivity specificity    
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1

2
(4) , where , .

recall precision TP TP
F recall precision

recall precision TP FN TP FP

 
  

  
 

Sensitivity is defined as the accuracy on the positive class and the specificity is the 

accuracy on the negative class. G mean evaluates positive accuracy and negative 

accuracy. The value of  G mean  is high when both sensitivity and specificity are high. 

1
F  combines recall and precision to measure effectiveness of the algorithm. A higher 

value of 
1

F  implies that the algorithm has better performance. Specially, the area under 

the curve of receiver operating characteristics defined as AUC can be used to measure 

the performance of the algorithm in a quantitative manner. The larger AUC , the better 

the algorithm performs. 0.5AUC   means random forecast, while 1AUC   implies 

perfect forecasts. 

Next we give the criterion to associate the fuzzy membership to each sample [27, 31]. 

Let the training samples are ),...,( 1 lxx . Denote the mean of target class as meanx , and the 

radius of the target class is defined as arg max 1,..., .t et i mean
i

r x x i l  ，  The fuzzy 

membership i  is defined as 
arg

| |
1 ,

( )

i mean
i

t et

x x

r





 


 where 0  is used to avoid 

.0i   

Tabel 3. The Results of the Classifiers on Benchmark Data Sets; I, II and III 
Stand for Fuzzy One-class SVM, LS One-class SVM and LS Fuzzy One-

Class SVM, Respectively 

Data set Alg sen spe 
1

F  G mean  AUC  Time(s) ),( Cp  

 

Wine 

I 

II 

III 

0.4500 

0.3846 

0.4000 

0.5534 

0.7545 

0.7479 

0.2687 

0.2648 

0.2759 

0.3063 

0.5387 

0.5470 

0.6379 

0.6288 

0.6315 

0.0263 

0.0001 

0.0001 

-3
2 1（ ，） 

-2 5
2 10（ ， ） 

-8 3
2 10（ ， ） 

 

Glass 

I 

II 

III 

0.9000 

0.8000 

0.9000 

0.9892 

1.0000 

0.9946 

0.8571 

0.8889 

0.9000 

0.9435 

0.8944 

0.9461 

0.9715 

0.9845 

0.9941 

0.0085 

0.0001 

0.0001 

），（ 21- 102 
 

），（ 34 102  

），（ 12 1-
 

 

Vehicle 

I 

II 

III 

0.4464 

0.4632 

0.4821 

1.0000 

1.0000 

1.0000 

0.6173 

0.6310 

0.6506 

0.6682 

0.6806 

0.6944 

0.8901 

0.8071 

0.8965 

0.1072 

0.0001 

0.0004 

），（ 40 102  

），（ 31- 102  

），（ 54- 102  

 

Breast 

Cancer 

I 

II 

III 

0.9125 

0.9750 

0.9625 

0.9595 

0.8964 

0.9347 

0.8538 

0.7647 

0.8280 

0.9357 

0.9349 

0.9485 

0.9623 

0.9565 

0.9716 

1.1317 

0.0006 

0.0007 

），（ 510- 102  

），（ 12 6-
 

），（ 102 7-
 

 

German 

I 

II 

III 

0.4600 

0.2300 

0.3000 

0.6657 

0.8343 

0.8443 

0.2421 

0.1925 

0.2510 

0.5534 

0.4380 

0.5033 

0.5156 

0.5121 

0.5204 

0.7287 

0.0001 

0.0001 

），（ 102 3-
 

），（ 50 102  

），（ 40 102  

 

Diabetes 

I 

II 

III 

0.5889 

0.4433 

0.5444 

0.6657 

0.8700 

0.8230 

0.4157 

0.4021 

0.4336 

0.7760 

0.6140 

0.6706 

0.6324 

0.6005 

0.6265 

0.5932 

0.0012 

0.0014 

）， 4101(  

），（ 12 1-
 

），（ 23- 102  

 

Segment 

I 

II 

III 

0.6019 

0.4815 

0.6512 

1.0000 

1.0000 

0.9234 

0.7514 

0.6500 

0.5833 

0.7758 

0.6939 

0.7754 

0.8748 

0.8591 

0.8803 

1.4916 

0.0013 

0.0018 

），（ 5101  

），（ 122
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），（ 5102  

 

Abalone 

I 

II 

III 

0.7143 

0.5238 

0.7619 

1.0000 

0.9973 

0.9963 

0.8333 

0.5868 

0.7191 

0.8452 

0.7228 

0.8713 

0.8906 

0.8785 

0.8931 

0.0960 

0.0001 

0.0003 

)1,2( 3
 

），（ 1026
 

），（ 12 4-
 

 

Fourclass 

I 

II 

III 

0.9118 

0.8725 

0.9510 

0.9855 

1.0000 

0.9691 

0.9163 

0.9313 

0.8981 

0.9479 

0.9341 

0.9600 

0.9022 

0.8916 

0.9491 

0.6334 

0.0015 

0.0019 

），（ 52 102  

），（ 34 102  

），（ 1024
 

 

Table 3 reports the comparison results of the three algorithms on nine data sets. It 

includes  ysensitivit  (sen), yspecificit (spe), 1F , G mean , the AUC , the training 

time and the optimal parameters. We observe that the sensitivity values of our method are 

better than those of LS one-class SVM on all data sets except Breast Cancer data set, 

which demonstrates that the fuzzy information can improve the performance of the 

positive class. In addition, the values of G mean  and AUC in our method are better 

than those of LS one-class SVM, which demonstrates that the overall performance is 

better. For 1F  value, our method performs better than LS one-class SVM except the 

Segment and Fourclass data sets. For fuzzy one-class SVM and LS fuzzy one-class SVM, 

it can be seen that for sensitivity index, our algorithm has the  better values on five of 

nine data sets, and achieves the same sensitivity value on Glass data set. For specificity 

index, our algorithm owns the comparable values on most of the data sets. For 
1

F  index, 

our algorithm has better values on five of nine data sets. The performance of G mean  

shows that our algorithm has better values on six data sets, and almost has equal values 

on Segment data set. As for AUC , our algorithm performs better on seven data sets 

except Wine and Diabetes data sets. The training CPU time shown in table 3 indicates 

that the LS fuzzy one-class SVM and the LS one-class SVM are almost hundreds of 

times faster than the fuzzy one-class SVM, since the algorithms solve a system of linear 

equations instead of the complex QPP in the fuzzy one-class SVM. 

 

5. Conclusion 

A least squares version of fuzzy one-class SVM is proposed to deal with 

imbalanced problem in this paper. The fuzzy membership to each sample is 

considered in LS fuzzy one-class SVM. Moreover, we solve just a system of linear 

equations and this makes our algorithm faster. Finally, experimental results on UCI 

benchmark data sets demonstrate that our algorithm is promising. However, the 

sparsity in our LS fuzzy one-class SVM disappears. Our further work should be 

concerned with the sparsity of this algorithm. 
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