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Abstract 

 An iris localization algorithm with the fast speed is proposed based on geometric 

features of the circle combing coarse localization with fine localization to avoid the 

problem of the slow speed of the classical iris localization algorithm. First, the row and 

column scanning method is employed to find four strings in the pupil. Four couples of 

tangency points are located by using the perpendicular bisector of strings and the 

threshold of the pupil boundary. The mean value of the coordinate parameters of the 

tangency points is regarded as the parameters for inner edge rough localization 

parameters. Then the calculus method is used for precise localization of the inner edge. 

The priori knowledge of the close distance between inner and outer edge centers of the 

circle is used to narrow the search range of the calculus method localizing outside edge, 

to significantly improving the speed of iris localization. The experimental results show 

that the proposed algorithm can improve the speed of iris localization with the high 

localizing accuracy. 

 

Keywords: iris location, geometric feature of the circle, calculus method, Hough 

transform  

 

1. Introduction 

Iris localization refers to a localization of the inner edge of the iris (the pupil edge) and 

the iris outer boundary. As in the phase of acquiring images, the images usually contain 

the whole eye area, it is necessary to separate the iris from the eye image, which is the key 

step of iris recognition system. The accurate iris localization is a precondition to realize 

iris verification and identification. Iris localization is usually divided into the following 

three steps: smooth denoising of iris images, determining the center and the radius of the 

circle of the inner edge of the iris, and determining the center and radius of the circle of 

the iris outer edge. Current iris localization algorithms are mainly divided into two 

categories: one is the calculus method based on iris edge gradient represented by 

Daugman [1], and the other is Hough transform method represented by Wildes [2]. 

Besides, there are some localization methods based on geometric features. 

 

1.1 The Calculus Method 

Daugman believes that the grayscale distributions of the iris image of the acquisition 

have some differences. In general, the iris is darker than the sclera, while the pupil is 

darker than the iris. Therefore, the grayscale gradient is formed obviously in the iris edge. 

According to the prior knowledge of the iris shape being similar to the annular, Daugman 

used the detection operator to localize the inner and outer edge of the iris. The core of this 
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algorithm is to employ an effective differential operator to calculate the iris edge 

parameter [3]: 
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         In the above formula: 

——The convolution operation 

)(rG ——Gaussian function is used to smooth the image  

r——The radius of the circle detection operator 

 ),( yxI ——The grayscale value of the iris image in the point (x, y).  

In the formula (1), Gaussian function is shown: 
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In the formula (2):r0——the center of Gaussian function 

 ——Standard deviation of Gaussian function  

The physical meaning of formula (1) is to search for changes with circular detection 

operator radius, and the corresponding pixel grayscale value changes on the 

circumference of the average maximum values of data(r,x0,y0). It is regarded as the 

parameters of the iris inner and outer edge. Convolution is used to smooth the image and 

eliminate the influence of noise in iris image. The size of the smooth template is related to 

the precision of the localization. In order to get the discrete implementation of formula 

(1), the character of the convolution is used to transform the formula (1) into: 
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To make the algorithm into practice in the computer, it is necessary to do discrete 

processing, and the finite difference of the discrete sequence n is used as effective 

approximate differential, and the formula is shown: 
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In the above formula: r ——The search step of the radius.  

The formula (3) is discretized, and cumulative sum of  Σ  are used instead of 

convolution integral and curve integral, and the formula is converted as: 
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In the above formula： ))1(())(()( rknGrknGrG                    (6) 

),(),,( kmykmx  are given in the following formula: 
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In the above formula:  ——the step length of the separated angle along the network 

arc . 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol.8, No.7 (2015) 

 

 

Copyright ⓒ 2015 SERSC  3 

Because the Daugman’s iris images are mostly from western populations, the gray 

scale gradient of the iris outer circle of iris images collected by him is large with a clear 

edge. When he used the calculus method to localize the inner and outer edge of the iris, 

iris outer circle is localized at first, and then according to the feature of the circle center of 

the pupil edge near the iris the outer circle, the iris inner circle is localized
 
[4]. Formula 

(1) is also used to localize the upper and lower eyelids, but the integral path changes from 

round into a section of circular arc. Results of the calculus operator are used to localize 

iris as shown in figure 1.  

Advantages of Daugman localization algorithm are very high robustness and accuracy, 

even though the iris image with the blur edge and low contrast can be localized well. The 

shortage of the Daugman localization algorithm is that the algorithm uses gradient 

magnitude information, which is easily influenced by the local gradient caused by the 

light source and other factors to lead to the localization failure. In terms of the localization 

speed, if the range of parameters is not limited, in the whole image, the two parameters of 

the center and the radius do the iterative search, which will be very time-consuming [5]. 

 

  

Figure 1. Iris Edge Localization based on the Calculus Algorithm 

1.2 Hough Transform Method 

Wildes used the Hough transform to detect the inner and outer edge of the iris. Wildes 

has taken two steps in iris boundary localization: in the first step, the grayscale image is 

transferred into binaryzation edge image; in the second step, the vote is done for the edge 

points to obtain the parameters of the inner edge and the outer edge of the iris [6]. 

Step one: Two-value edge image is obtained based on the gradient edge detection 

operator. This operator is defined as follows:  
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                                         (8) 

In the above formula:  

——The convolution operation; 

——Two-dimensional differential operator of Laplace  
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The two-dimensional Gaussian function are used for image convolution smoothing, 

and then differential is obtained along the horizontal direction and the vertical direction to 

get the grayscale gradient image. The gradient threshold is set to obtain the edge point set 

(xj,yj)，j=1,…,n, as shown in Figure 2 (a). 

Step two: voting is realized based on edge point set by the Hough transform. The basic 

strategy of the Hough transform is possible trajectories based on image space points in the 

parameter space to calculate the computed parameter point of duality (also known as the 

reference point), and cumulate a number of parameter points, which can be used to test 

various kinds of curves known, and then connect the curve point. Generally, the inner 
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edge and the outer edge of the iris are round. In binaryzation edge image determines the 

inner and outer edge parameters of the iris by Hough transform, and Hough transform is 

defined as: 
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Advantages of the Hough transform are suitable to detect a target of the known shape, 

which has high localization accuracy and less affected by noise and continuous curve and 

is not sensitive to the local light spot for the target with the clear edge obtained by the 

edge extraction and the binaryzation method. The shortage is that the Hough transform is 

based on the binaryzation boundary point method. When the image contrast is weak and 

the edge is blurry, it is necessary to choose the low threshold value [7]. Otherwise, it is 

not possible to extract the edge point accurately. In terms of the localization speed, Hough 

transform is performed in 3D space, and its computational complexity is very high, with 

the occupation of the large memory and the parameters extracted is limited by the 

quantization interval of the parameter space constraints. In addition, the effect is also 

affected by the performance of the edge detection operator. 

 

                  
                            (a) The two-value edge image                      (b) The location results                   

Figure 2. Iris Localization based on Hough Transform 

1.3 The Method based on Geometric Features 

Localization method based on geometric features is employed to detect the iris by 

using the properties of the iris edge being similar to the circle, and circle geometrical 

features as well as properties of intersecting chord in the inner circle. The specific process 

is shown in the following. First, according to the features of the overall grayscale 

distribution of the iris image, the edge detection operator is used to extract the edge of the 

iris edge. Then, three edge points are found: D1(x1,y1), D2(x2,y2), D3(x3,y3). In Figure 3, 

any two points among three points are combined as a string within the circle, which 

intersects O1 with the perpendicular bisector of the string. Next, it is necessary to find out 

a few different points obtained by this method to search for a series of intersection O2、
O3... The average value is calculated to coordinate of a series of intersection points, which 

means the average value determines O the center of the iris edge[8], as shown in Figure 3. 

The key step of the algorithm is to find accurately the boundary points. The localization 

speed of the method is greatly influenced by the quality of the image. When the image 

quality is not high, the performance of the algorithm will drop sharply. 
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Figure 3. Iris Location Method based on Geometric Features 

2. The Rough Localization of the Iris Inner Edge  

The pupil shape is approximated as a circle, as shown in Figure 4. Four tangent lines of 

the pupil is constructed based on the image processing common coordinate, and four 

tangential points of the pupil are: M(x1,y1), N(x2,y2), P(x3,y3), Q(x4,y4). The rough 

localization center of the pupil edge (xp,yp) is the square center of the pupil external 

tangent determined by formula (13). The radius rp, regards as the mean of tangent 

distance determined by formula (14). 
 

 

Figure 4. Localization Principle for Pupil Edge 
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The principle of tangency points localization of the pupil is shown in Figure 5. Circle 

O represents the pupil area. the iris image is scaned by interval n . When the number of 

pixels in a certain row whose grayscale value equal grayscale peak gpupil reaches N, the 

endpoints of a string L
’
1 and L

’
2 are roughly localized in the circular O. Because of the 

existence of grayscale transition with the inner edge of the iris, L
’
1 and L

’
2 are often not 

the true boundary points, and it is possible for the strings L
’
1L

’
2 to have gray mutation 

points. For precise localization of the boundary point L
’
1 and L

’
2, the pixel point search is 

performed from the center points of the strings L
’
1L

’
2  along the line to the two end point 

of the current pixel. When a pixel gray value and the average value of the outer end of 

adjacent four pixel points grayscale are all larger than the threshold value gthresh, it is 

shown that the true boundary points L1 and L2 are found. Perpendicular bisectors of L1 and 

L2 combine the pupil edge at the points P, Q, to find a couple of the tangency points of the 
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pupil. According to the above principle, the iris image from different directions is 

respectively to implement the row-column scanning, and finally get four couples of the 

tangent points. Half of the mean of the tangent distance is used as a rough localization 

radius of the pupil, and the mean of P,Q coordinates is regarded as the rough localization 

coordinates of the pupil. 

 

 

Figure 5. Localizing Point of Tangency in Pupil 

Mathematical description of the above process is shown as follows:  
 

①To find the initial boundary point.  

The iris image is implement row scan by interval n ,finding value m to satisfy the 

first row in formula 15. According to formula 16, the center points of the strings L
’
1L

’
2  

are  localized as L
’
m(m,y

’
m). 
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I(m,y) represents the grayscale function of the image, while numel is to find quantity 

function.  y
’
I  in the m line is all y to meet formula (14). 

 

②To determine the true boundary point.  

For precise positioning of the boundary points L1 and L2, it is necessary to search from 

the centre point L
’
m along line m respectively to the two ends of the points. When formulas 

(15) and (16) are simultaneously satisfied, the boundary points of L1(m,y5), L2(m,y6) are 

determined. 
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The parameter ym of the center point Lm(m,ym) of the strings L1L2 is determined by: 
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yi is y of y

’
I  and meeting I(m,y) ≤ gpupil.  

 

③ To localization points of tangency.  

The search is done from the center point Lm along the ym column respectively to the 

upper and lower end points to set in P(x3,y3) and Q(x4,y4) with the pupil edge. When the 

points of tangency meet first formulas (18), (19), P and Q points are determined, while y3 

and y4 is determined by formula (20). 
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For the rough localization to the pupils, value of N cannot be too small to prevent 

falling into the inner edge transition zone and influencing the localization accuracy by the 

noise outside the pupil, where N is set as 30. General pupil grayscale value is less than 

80[9], and therefore the gthresh is set as 80. 

 

3. Accurate Localization of the Iris Edge 
 

3.1 Accurate Localization of the Inner Edge 

As the pupil edge is obviously darker than surrounding area, and therefore the calculus 

method of Daugman is suitable for localization. (xp ,yp, rp) is regarded as the rough 

localization results of pupil edge parameters. In order to improve the speed of iris inner 

edge localization, the search range of the pupil edge parameters is limited, and the search 

range of the pupil edge center is limited in (xp ,yp) as the center, the size of 25 * 25 

neighboring area. The variation range of radius is limited in the interval [rp-25, rp+25], 

and finally the accurate parameters of the inner edge is obtained as (XP,YP,RP). 
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3.2 Accurate Localization of the Outer Edge 

The transition zone outer edge of the iris is usually wide and grayscale change in the 

outer edge is not stronger than the inner edge. In addition, the rich texture information of 
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iris (such as nerve ring) will also affect the iris outer edge localization. The direct 

application of Daugman line integral method sometimes cannot accurately localize the iris 

outer edge. The surface integral is used in the proposed algorithm instead of the above 

line integral for the outer edge localization. Finally, the outer edge parameters (XI, YI,RI) 

are obtained.  

 

4. The Results and Analysis of the Experiments 

The experiment selects CASIA V2.0 iris database [10], and each eye randomly selects 

an image, and there are a total of 108 iris images. The proposed algorithm, the calculus 

method and Hough transform method are respectively used for localization experiment. 

An iris image disturbed by the eyelid and eyelash is chosen. The localization results are 

shown in Figure 6. In Table 1, the localization parameters of the above three kinds of 

algorithm are listed. 

 

   
(a) The Proposed 

Algorithm 
(b) Daugman’s 

Algorithm 
(c) Hough 
Transform 

Figure 6. Iris Localization under Asymmetrical Quality of Illumination 

Table 1. Localization Parameters with the Three Kinds of Algorithms 

Algorithm 
   Parameters of inner edge                   Parameters of inner edge 

XP              YP                RP                         XI                YI              RI 

Wildes                 148        176        50                         154       198       84 

Daugman 148        176        50                         141       177      102 

The proposed algorithm 148        176        49                         141       177      102 

 
It can be seen from the experimental results that the accuracy rate of localization by 

this algorithm is slightly higher than that of the classical algorithm of iris localization, and 

the localization performance is superior to the classical algorithm for the following 

reasons: 

(1) The geometric features of the circle are used to localize the pupil. The 

localization process is linear, and the time complexity is O(n), to avoid the 

floating-point arithmetic of the classic localization algorithms. 

(2)  The prior knowledge is made full use of to reduce the search range of the outer 

edge of the center of the calculus method. Furthermore, the proposed algorithm 

combines the calculus method for precise localization, to ensure the accuracy 

and improve the localization speed. 

From the concrete performance of the localization, the boundary of the inner edge is 

obvious, and therefore the three algorithms can localize accurately; the boundary of the 
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outer edge is not obvious, and therefore the localization of Hough transform is in failure 

which is interfered by eyelash factors. 

 

5. Conclusion 

The results of the experiment have shown that the proposed algorithm first uses the 

circular geometry feature to get a fast rough localization for inner iris edges , and then use 

the calculus method to precisely localize the inner iris edges. The coupling of the internal 

and external edges of iris is used to narrow searching range edge of the iris center of the 

calculus method. Based on the above algorithm, the search range of differential operator 

is greatly reduced. The test results have shown that localization results to over 100 iris 

images of CASIA (version 2.0) show that the proposed algorithm is accurate and robust.  
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