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Abstract 

Ear identification is an important biometric identification technique and has been 

widely used in many applications. One of the most important components in ear 

identification system is image preprocessing. The performance of image preprocessing 

has a significant impact on the accuracy of ear identification system. This paper proposes 

a L0 gradient based image smoothing method for ear identification. First, ear images are 

filtered using L0 gradient based method. Then the contrast of the image is enhanced using 

histogram equalization method in order to make ear edges more discriminative. 

Comparative experiments with an existing algorithm demonstrate that our method has 

better performance and is more suitable for ear identification. 

 

Keywords:  L0 gradient, Image preprocessing, Ear identification 

 

1. Introduction 

Human body biometric identification technology is very important in many scientific 

and engineering areas. One of the most commonly used techniques is ear identification. 

The first ear identification system was presented by Alfred lannarelli. He has studied 

approximately 1000 people’s ears and approved that the physiological structure of human 

ears are different between each other. Then a lot of researchers improved this technique
 

[1-6]. For example, in, the authors proposed an automatic ear identification algorithm 

based on Voronoi graph method. Yuizono et al. utilized genetic algorithm to id different 

ears. 

In early times, the ear identification algorithms were mostly based on two dimensional 

(2D) images [1-2, 7-8]. While, recently, some researchers have utilized three dimensional 

(3D) structures to perform ear identification [6, 9]. There are also algorithms that use both 

2D and 3D data [10]. Usually, an ear identification system has five components: image 

capturing, image preprocessing, feature extraction, pattern recognition, and giving the 

identification results. Features used in ear identification systems contain SIFT (scale 

invariant feature transform) features [2, 11], ASIFT (Affine SIFT) features [12, 13] et al..  

Image preprocessing is much crucial for ear identification systems. Because ear images 

captured by cameras have a lot of noise, it is necessary to smooth the images before the 

feature extraction procedure. The preprocessing result has a significant impact on the 

accuracy of ear identification algorithms. The most commonly used image smoothing 

techniques are Gaussian smoothing and bilateral filtering. Gaussian filter is a kind of 

linear filter, while bilateral filter is a non-linear filter. Both of them have been widely 

used in a variety of image processing and computer vision applications [14-18]. Gaussian 

filter has good performance on image smoothing. However, the edge information of 

objects in the image is also reduced because the Gaussian smoothing is a process of 

weighted average carried out on the whole image. Bilateral filter is an edge-preserving 

smoothing technique, but it makes a trade off between edge preservation and detail 

flattening. Therefore the accuracy of the ear identification system will not be satisfied 
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after Gaussian smoothing or bilateral smoothing. In 2011, Xu et al. [19] proposed a novel 

image smoothing technique via L0 gradient minimization. This technique can sharp major 

edges of objects in the image by increasing the steepness of transition. Meanwhile, it can 

also eliminate noise and insignificant structures. 

In this paper, proposed an ear identification system using the L0 smoothing method. 

Comparative experimental results demonstrate that our algorithm has better performance 

than algorithms based on Gaussian smoothing and bilateral smoothing. 

The reminder of this paper is organized as follows. Section 2 explains the image 

preprocessing procedure in details. Section 3 shows the experiments carried out on an 

existing ear image dataset. Conclusions and future work are presented in section 4. 

 

2.  Image Preprocessing based on L0 Smoothing 

Image preprocessing is an important component for ear identification systems. In this 

section they will describe this procedure in details. First, they smooth the image using L0 

gradient method. Then the contrast of the image is enhanced to make the ear more 

discriminative. 

 

2.1 L0 Gradient based Image Smoothing 

L0 gradient based image smoothing is a useful technique for image processing, which 

smoothes the image in a global manner. Highest-contrast edges are enhanced by confining 

the number of non-zero gradients. 

Assume I  and S  are the input image and smoothed image, respectively. Let P  be a 

pixel in image S . The gradient at pixel P  can be presented as 
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Where pxS  and pyS  are calculated by measuring the difference between neighboring 

pixels along x  and y coordinate directions. Then the gradient measure can be expressed 

as 
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It counts the number of pixels where the magnitude pypx SS   is not zero. 

With Eq. (1) and Eq. (2), they can compute the smoothed image by solving the 

following optimization problem. 
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 Where   is a user defined constant. 

This optimization problem is intractable and can not be solved by using commonly 

used methods, such as gradient decent method. Therefore it is necessary to bring in two 

auxiliary variables ph  and pv  to approximate the optimized solution using an iterative 

method, where ph  is introduced for pxS  and pv  is introduced for pyS . Then the 

optimization problem in Eq. (3) can be rewritten as follows 
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In this equation,   is an automatically tuned variable, which can control the similarity 

between ),( vh  and their gradients. When   gets larger enough, Eq. (4) is equal with Eq. 

(3). ),( vhC  is similar with )(SC  in Eq. (2) and can be computed by 
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Now they can estimate S  and ),( vh  separately. Given ),( vh , they can compute S  by 

solving the following sub-problem 

)6())()(()(min 222









 ppyppx

p

pp
S

vShSIS 

Similarly, given S , ),( vh  can be computed by solving the objective function as 
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Both of the sub-problems described in Eq. (6) and Eq. (7) have closed-form solutions. 

Details of the solving method can be found in. 

In the solving of the overall optimization problem, parameter   can be tuned to 

control the level of structure coarseness. At the beginning of iteration, parameter   is set 

to a small value. Then it will be multiplied by user defined parameter  at each iteration. 

This can speed up the convergence according to [20]. 

 
2.2. Image Contrast Enhancing 

In the process of imaging, transferring, or transforming, the contrast of the image may 

usually be decreased. According to our implementation, the contrast of the ear images is 

quite low after L0 smoothing and not suitable for used directly. Therefore, they should 

enhance its contrast in this preprocessing procedure. In this paper, they use the histogram 

equalization method to enhance image contrast. 

Assume the image has totally N pixels and L  gray levels. Let kr  be the value of the 

thk  gray level in the image and kn  be the number of pixels that have the value of kr . 

Then the frequency of pixels that have the value of kr  can be calculated by 

   )8()1-1,0,10(/)( LkrNnrP kkkr 

Finally they obtain the transformed gray level kS  corresponding to kr : 
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After the histogram equalization, they get an image that has high contrast and suitable for 

ear identification. 

 

3. Main Title 

In this section, they will present some comparative experiments to verify the proposed 

algorithm. The images used in this paper are downloaded from some widely used 

datasets. First, experiment on a single ear image was done to demonstrate that our 

preprocessing method outperforms the existing method. Then, ear identification was 

carried out on a set of images to verify that the preprocessing procedure has a significant 

impact on ear identification. Using our algorithm, they can get higher accuracy. 

 

3.1. Image Preprocessing 

The image used in this experiment was chosen from the USTB ear image dataset [21]. 

The original image is shown in Figure 1. First, they smoothed the image using Gaussian 

method, bilateral method, and the L0 method, respectively. Then the images were 

processed to enhance contrast via histogram equalization. Finally, edge extraction was 
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carried out on these images to compare the performances of these three methods. Here, 

the user defined parameters   and   are set to 0.005 and 8.0, respectively. 

 

             

Figure 1. Original Image Chosen from USTB Dataset 

Such as the first image. The processing results can be seen in Figure 2. Results of 

Gaussian method, bilateral method, and L0 method are shown in the first, second, and last 

rows, respectively. Figure 2(a), 2(d), and 2(g) present the smoothing results. Figure 2(b), 

2(e), and 2(h) show the images after contrast enhancement. From Figure 2(a) and 2(b), 

they can see that the edges of the ear are blurred when using Gaussian smooth technique. 

While according to Figure 2(g) and 2(h), they can see that the useless noise and structures 

are eliminated. But the edges of the ear still exist and are very sharp. At this step, the 

smoothing results of bilateral method and L0 method are much similar in appearance. One 

of the differences can be seen at the hair on the temples, as shown in Figure 2(e) and 2(h). 

Larger differences appear at next step. The edge extraction results are presented in Fig. 

2(c), 2(f), and 2(i). As shown in these figures, the edges of Gaussian method are 

incomplete. The result of bilateral method is better, but is still not good enough. As Figure 

2(i) shows, the edges of L0 method are almost lossless. 

More results can be seen in Figure 3. The last column presents the processing results 

using L0 based algorithm. The results of this experiment demonstrate that L0 gradient 

based image smoothing technique is more suitable for ear identification and our 

preprocessing algorithm has better performance. 

 

       
(a)                                             (b)                                         (c) 
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 (d)                                            (e)                                          (f) 

         
                           (g)                                           (h)                                           (i) 

Figure 2. Processing Results of Different Methods; Results of Gaussian 
Method, Bilateral Method, and L0 Method are Shown in First, Second, and 

Last Rows, Respectively; (a, d, g) Smoothing Results; (b, e, h) Results after 
Contrast Enhancement; (c, f, i) Edge Extraction Results 
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Figure 3. Preprocessing Results of Different Methods; The First Column 
Shows the Original Ear Images; Processing Results of the Gaussian based, 

Bilateral based, and L0 based Algorithms are Presented in the Second, 
Third, and Fourth Columns, Respectively 

3.2. Ear Identification 

In this subsection, to further verify the effectiveness of L0 smoothing for ear 

identification, they present the results of ear identification carried on a set of datasets. 

Besides the USTB dataset discussed above, XM2VTS dataset [22], UND2D dataset [23
]
, 

and FERET dataset [24] were also utilized. Since some of the datasets are the collections 

of side face images, they first cut out ear areas manually. 

Note that the focus of this paper is image preprocessing for ear identification, the 

classification or recognition methods are not concerned. The aim of this experiment is to 

demonstrate that the proposed preprocessing algorithm is more suitable for ear 

identification systems. Therefore the classification algorithm presented in is used, which 

has mainly five steps: contour detection, binarization, coordinates normalization, feature 

extraction, and finally classification. 

In each dataset, they select 100 groups of different ear images. Each group consists of 5 

images from the same person, in which 1 as testing image and 4 as training images. So 

they have 100 testing images and 400 training images for each dataset. The ratio of the 

number of correctly recognized images to the number of total groups is recorded as the 

accuracy for each dataset. The results are presented in Tab. 1. More intuitive comparison 

is illustrated in Figure 4, in which identification rates of L0 based algorithm, bilateral 

based algorithm, and Gaussian based algorithm are represented by solid line with dots, 

dash-dot line with circles, and dot line with asterisks, respectively. The results show that 

no matter which dataset is used, our method has the best accuracy. 

Table 1. Ear Identification Rates using different Methods on Different 
Datasets 

Method 
USTB 

dataset 

XM2VTS 

dataset 
UND2D dataset FERET dataset 

Gaussian based 0.93 0.87 0.89 0.90 

Bilateral based 0.95 0.90 0.94 0.93 

L0 based 0.98 0.95 0.96 0.95 
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Figure 4. Ear Identification Rates Comparisons; Results of L0 based, 
Bilateral based, and Gaussian based Methods are Illustrated by Solid Line 

with Dots, Dash-dot line with Circles, and Dot Line with Asterisks, 
Respectively 

4. Conclusions 

This paper proposed a L0 gradient based image smoothing method for ear 

identification. Different with Gaussian smoothing and bilateral smoothing et al. 

commonly used image preprocessing techniques, L0 gradient based image smoothing can 

eliminate useless noise and structures while reserve useful edges in the mean time. 

Experiments on ear images preprocessing demonstrate that L0 based smoothing 

outperforms Gaussian based and bilateral based smoothing. After image contrast 

enhancement, they can extract ear edges exactly. Ear identification experiments on some 

widely used datasets were also carried out. The results show that they can make a 

significant increase in correct recognition rate using our method. 

According to our experiments, they find that the proposed preprocessing algorithm has 

the same limitation with other methods. That is if the ear images are captured under 

different lighting conditions, the identification rate of the ear identification system will 

drop heavily. Therefore they would like to improve our method to overcome this 

limitation in the future. 
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