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Abstract 

  Superresolution image reconstruction technique uses single or a series of low-

resolution images to reconstruct a high resolution image without changing the hardware 

devices, while improving image quality and the spatial resolution of the image. High 

resolution means the image with a higher pixel density, can provide more details. In this 

paper, a novel image superresolution algorithm based on sparse representation is 

studied. During over-complete dictionary of the training phase, the proposed method 

improves two aspects including feature extraction and dimension reduction. In the feature 

extraction process, combining the second derivative with the gradient direction, we 

construct a new descent direction to improve gradient method. The convergence speed of 

the new algorithm is faster than the gradient method and can get better results. Then 

improved two-dimensional Principal Component Analysis (2DPCA) algorithm is used to 

reduce the dimension, it could eliminate the correlation of the image lines and column. 

Experiment results show that this method of image reconstruction is better and faster for 

high resolution image reconstruction. 
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1. Introduction 

Image super-resolution technology does not need to change the existing physical 

device, as long as the use of appropriate techniques of digital signal processing, we would 

get the high resolution image. It has a large advantage in technology and cost, so it has 

been applied in many fields, including HDTV, military remote sensing monitoring, public 

safety, medical imaging and other fields. Compared with multi-frame image 

reconstruction, single-frame image super-resolution reconstruction technique would be 

able to estimate the high-resolution images under the same scene, just requiring a low-

resolution image of the actual scene. In some applications, for better meeting with the 

needs of practical application, super-resolution method based on sparse representation is a 

new research direction of single-frame image reconstruction method.  

For the study of image super-resolution method based sparse representation, the 

dictionary learning is an important step to decide to rebuild the stage results. Zeyde trains 

the high-resolution image feature which is directly extracted and trained from the 

dictionary constructing process [1]. At the same time in the process of image 

reconstruction, he makes the deal with low resolution images which is to be reconstructed 

through a variety of reconstruction methods, then he uses the method of sparse 

representation to get the final result. Zhang firstly used the low resolution samples to train 

a low resolution dictionary, and then according to the degradation process of image, 

constraints to produce a high-resolution dictionary matching with low-resolution 

dictionary. This method reduced training time of over-complete dictionary [2]. Yu first 
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used the low resolution samples to train a low resolution dictionary, and the high 

resolution dictionary was approximately calculated by the representation of the coefficient 

training all the high resolution image block and the low resolution image blocks to be 

reconstructed in the low resolution dictionary, then used the high resolution 

reconstruction dictionary achieved to reconstruct a high resolution image, and proved the 

validity of the algorithm through experiment [3]. Yang proposed the approach that used 

the similarity and redundancy of images of their own internal information, and the high, 

low resolution image blocks of dictionary couple trained by Pyramid structure and low 

resolution image to be reconstructed. This kind of method just trained one dictionary, so 

compared with the method of the high, low resolution image blocks of dictionary couple, 

it reduced training time [4, 5]. 

In this paper, we studied a novel image superresolution method based on sparse 

representation. The feature extraction and dimensionality reduction method have been 

improved, in the dictionary structure more faster convergence speed of image 

reconstruction made visual effect and peak signal to noise ratio better than other several 

methods. 

 

2. Superresolution Reconstruction Algorithm Description 

The Image super-resolution reconstruction based on sparse representation algorithm 

first uses an image training library to get over-complete dictionary of sparse 

representation [6-7]. The training  of over-complete dictionary need to extract the 

information of high, low resolution image blocks and use K- singular value 

decomposition algorithm to train the high-resolution image block for obtaining high 

resolution dictionary of sparse representation., he estimated the desired high-resolution 

images by sparse representing and reconstructing the high-resolution image trained from 

the known low-resolution image. The following figure shows the training and 

reconstructing process of the high-resolution image of super-resolution image 

reconstruction based on sparse representation algorithm: 

the low-
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Figure 1. Flowchart for Image Superrersolution Reconstruction based on 
Sparse Representation 

The technology of the dictionary training of Super-resolution image reconstruction 

based on sparse representation algorithm includes K-SVD algorithm and the extraction of 

training samples. Figure 2 gives the flowchart of dictionary training process.  
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Figure 2. Flowchart of Dictionary Training Process 

3. Feature Extraction based on Improved Gradient Method 

In the super-resolution image reconstruction algorithms based on sparse representation, image 

processing is dealt with sub-blocks, the training samples are randomly selected from the image 

library of high-resolution images
 [8]

. The number of training samples is usually much larger than 

the atoms in the dictionary. In order to obtain a wide applicable range of the dictionaries, we 

should select more natural high-resolution image as an image training database, and the type of the 

image information of image training database should be as much as possible. Further, we should 

take into account the dimension of sample in the selection of training samples. In the case of the 

same number of samples, the larger sample dimension, the longer training dictionary time. This is 

not conducive to the efficiency of the training dictionary. That cannot very well take into account 

the large-scale properties of the image. If the dimension of samples is too small, it can not very 

well take into account the large-scale properties of the image. In this paper, we use sample size in 

units of blocks in 7×7 for training and reconstruction.. 

In the training process of specific dictionary, the low-resolution image is degraded 

from high resolution image. It is often necessary to extract various features from the low-

resolution image, divide the features into blocks, and combine them with the 

corresponding high resolution image to become a vector for training in dictionary. Since 

the first order and the second order gradient of the image can effectively express the 

features of the image, and the extraction algorithm is simple, they are often used to 

represent the features of the image. The first order and second order gradient filter 

operator of image can be used in the following formula. 

,     

,     

Where T represents transposition. The convolution results of low-resolution image and 

these four filter operator are regarded as the features of the low resolution image. Then we 

combine the four features block with the corresponding high resolution image blocks 

together as the input of the dictionary training algorithm. This method considers the 

neighborhood information of low resolution image, thus it is benefit to improve the 

compatibility between reconstructed high-resolution image block. 

The second step is performed by a high-pass filter pretreatment to extract small image 

patches [9]. The pretreatment of the extracted patch only needs directly employing full 

image [10]. This order to solve the problem small patches can avoid the edge effect. As a 

low-resolution image before treatment, we present a new high-pass filtering method, and 

the optimization method for gradient algorithm has been improved. When , 

combine the second derivative with gradient direction, construct a new descent direction 
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, where δ=1or-1. This new algorithm converges faster than the 

gradient method. 

 

4. Improved 2DPCA for Dimensionality Reduction 

The advantage of performing a dimensionality reduction is saving computations in the 

subsequent training and super-resolution algorithms. Therefore, the last step before 

turning to the dictionary learning stage is reducing the dimension of the input low-

resolution patches .The improved two-dimensional Principal Component 

Analysis(2DPCA) algorithm is applied on these vectors, seeking a subspace on which 

these patches could be projected while preserving 99% of their average energy. 

The image matrix A size of  m×n,  Xϵ R
n×d（n d） is a matrix which column vectors 

are mutually orthogonal, linear transformation Y = AX, A is projected onto the image 

matrix X, the projection Y will have a feature vector of m×d . With total dispersion of the 

sample as a criterion function projection J(X) can find the best projection matrixX: 

J(X)=tr(Sx) 

Where Sx is the projection matrix Y covariance matrix, tr(SX) is the trace of Sx 

J(X)=tr{E[(AX-E(AX))(AX-E(AX))
T
]} 

=tr{X
T
E[(A-EA)

T
(A-EA)]X}                       （1） 

Image covariance matrix is defined as: 

             G=E[(A-EA)
T
(A-EA)]                                        （2） 

Suppose the number of training samples is M, which is represented as m×n matrix （

l=1,2…,M）and the mean of image is: 

                                                           （3） 

Then G is estimated as follows: 

                                                  （4） 

The largest eigenvalue of the matrix G corresponding to the feature vector X1，X2，

…Xd constituting the projection matrix Xopt X is Xopt=[X1，…Xd] is the optimal value. In 

the obtained projection matrix Xopt=[X1，…Xd] after the image can feature extraction and 

classification, and for a given image A. 

               Yl=AXl   （l=1,2，…d）                                      （5） 

To obtain a set of feature vectors after projection L=[Y1，Y2，…Yd] it is called the 

principal component vector image A. In fact, for (3) and  , they can be wrote as follow 

                            （6） 

                                             （7） 

At this time ， respectively, the first vector A_l i and A ̅ trekking, so 

                                     （8） 

Now reorder: 

                                                      （9） 

                                     （10） 

Here ， are the jth column and the column vector so the covariance 

matrix G based on the image in the column direction can be defined as 

                        （11） 

Where RP qm is a column vector matrix which is perpendicular to each other. A project to the 

image matrix P, produce a size of matrix  nqB   
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APB T                                                             (12) 

The same, it can calculate the former q maximum characteristic value of characteristic 

vectors PP,P q21  . To get the optimal projection matrix  PP,PP q21opt  .So we can use the 

optimal projection matrix X and P to improve the improved 2DPCA algorithm. The image matrix 

of A project to the X and P at the same time, it will produce matrix  dqU   

AXPU T                                                             (13) 

Matrix U is called characteristic matrix. The training sample image  M2,1lAl  projects on 

the X and P at the same time. to get the training sample characteristic matrix  M2,1lUl  . Then 

to select a testing image A to obtain its characteristic matrix U by (13), and then to use the nearest 

neighbor classifier to classify recognition 

 

5. K-SVD Algorithm Introduction 

K-SVD is the core algorithm for sparse representation in the dictionary training process in 

image super-resolution reconstruction [11]. K-SVD algorithm is also known as the generalized K- 

means clustering algorithm. When K-SVD algorithm uses only one atom to approximate each 

signal, it degenerates to K- means clustering algorithm .Its main idea is solving sparse 

representation of the input sample in the current dictionary and update of the dictionary, alternating 

these two processes constantly, according to the results of sparse representation of each column to 

update the dictionary. Suppose there are N training sample as input, over complete 

dictionary  represents the training sample 

set,  indicates sparse representation coefficients of the training 

sample set , the K-SVD dictionary training algorithm can be equivalent to solve the equation : 

 
Where  is the upper limit of non-zero coefficients in sparse representation. 

Solving the above equation is an iterative process. First set the initial value of the random 

dictionary D, and in each iteration, assume the dictionary D is fixed, with the optimization 

algorithm to obtain input samples sparse representation of the coefficient matrix Y. Finally use the 

coefficient matrix A to update each column of the dictionary. 

If the current dictionary D needs to be updated in the kth column and , in the coefficient 

matrix A and the dictionary D, in addition to the kth column and of the dictionary and its 

corresponding coefficient  representing the outside ( that is, the coefficient k line matrix A),the 

remaining rows and columns are assumed to be fixed, then the multiplicative term in the formula 

can be rewritten as : 

= =            (14) 

Where  represents the error of N sample with the removal of atoms k. 

Updating and  with SVD, SVD can find the nearest matrix of rank 1, it is not sparse 

coefficients thus obtained . In other words , the location of and value of  non-zero 

elements is not the same as before the update .So, intuitively think , leaving only non-zero value 

coefficients , then SVD decomposition will not appear on this phenomenon . So for Ekand do 

transform, nonzero only retain x position Ekand  retain only those items after the product 

position and k nonzero. Formation  will do  SVD decomposition to update . 
 

6. Experimental Results and Analysis 

To demonstrate this algorithm, we use matlab2012b for simulation experiments 

comparing multiple methods. The patch size used is n = 81, and the improved 2DPCA 

results with a reduction from4 81=324 dimensions to  dimensions. The 

dictionary training procedure applied 40 iterations of the K-SVD algorithm, with m = 

1000 atoms in the dictionary, and allocating L = 3 atoms for each representation vector. 
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The test is between our algorithm, bicubic interpolation, yang and ANR methods. The 

proposed algorithm uses optimized implementation for K-SVD and OMP algorithms.  

Around 130,000 training patch-pairs low-resolution dictionary learning takes 

approximately 10 minutes for 40 iterations Training in the use of high-resolution 

dictionary for a very short period of time. The results are summarized in the following 

Table1. Table1 indicates that our proposed algorithm is better than that of bicubic 

interpolation, methods of yang and ANR and gets better PSNR. 

 Figure 3 gives the results of baby face image superresolution by different methods in 

order to evaluate from subject visual aspect. As can be seen from the figure above, from 

the visual aspect, our algorithm has significantly improved, keeping high-frequency detail 

much better. Obviously the use of feature extraction combing with second derivative and 

gradient descent and improved 2DPCA for dimension reduction for trained dictionary in 

image superresolution reconstruction has played a significant effect, our algorithm is 

proved to be more optimized. 

Table 1. Results of Image Superresolution by Different Methods (PSNR:dB) 

 

 

       
(a)original image                 (b) bicubic 

       
(c) Yang’s method        (d) our proposed method 

Figure 3. Results of Baby Face Image Superresolution by Different Methods 

name bicubic Yang ANR Our method 

baboon 23.210 23.472 23.623 23.642 

barbara 26.249 26.392 26.769 26.937 

bridge 24.404 24.824 25.016 25.133 

coastguard 26.855 27.015 27.061 27.182 

comic 23.116 23.902 23.974 24.026 

face 32.820 33.114 33.530 33.647 

flowers 27.230 28.249 28.418 29.032 

foreman 31.177 32.039 33.198 33.378 

Lena 31.678 32.638 32.986 33.128 

man 27.008 27.760 27.902 28.035 

monarch 29.426 30.713 31.111 31.146 

pepper 32.388 33.325 34.046 34.202 

ppt3 23.707 24.978 25.232 25.321 

zebra 26.634 27.953 28.476 28.667 
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7. Conclusion 

In this paper, we studied the image super-resolution based on sparse representation, 

mainly improved image feature extraction and dimensionality reduction in the dictionary 

training process. The use of the second derivative and gradient descent for feature 

extraction and improved 2DPCA dimensionality reduction, the algorithm for faster 

dictionary training, and image reconstruction retain more high frequency information. 
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