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Abstract 

Weld seam recognition is the key technique in visual tracking research. Based on the 

weld image features, the image preprocessing and the linear feature extraction method of 

the weld seam recognition are designed. The extended adaptive median filtering method 

and modified Otsu adaptive threshold selection method for image segmentation are used 

in the image pre-processing process, to remove the noise and compress the image data. 

Through comparing with several other edge operators, the Roberts operator is chosen to 

achieve the goal of detecting the welding edge. Finally, the weld seam information is 

extracted through Hough transform and a satisfied result can be acquired. The study 

provides a theoretical support for the following designing of the weld tracking system. 

 

Keywords: weld recognition, adaptive median filter, image segmentation, edge 

detection, Hough transform 

 

1. Introduction 

Welding is one of the most important processes in manufacturing industry. In order to 

improve welding quality, enhance production efficiency and save human resource, realize 

automatic industry without human operator, people investigate various methods to 

achieve the welding process automation and intelligence around the world in the past 

decades. Weld seam tracking technology is an important research area in automation and 

artificial intelligence. The advanced weld seam tracking technology can improve welding 

quality as well as operation safety and economy. 

In the weld seam tracking processing, the weld seam identification is one of the 

important parts. The weld seam identification based on image processing which is broadly 

concerned by many researchers around the world. There are many research results on 

weld seam edge exaction based on gray gradient mutation, such as the pool edge 

extraction [1], The study of the weld seam recognition based on texture feature [2] and 

mathematical morphology [3] are also going on. 

For the sake of extracting the weld feature information in front of welding gun when 

the gun is firing, in this paper, a weld seam recognition method based on CCD image 

processing is proposed. The seam recognition algorithm is realized by VC++ software and 

the experiment results show the correctness of the algorithm. 

 

2. Weld Seam Identification Method 

Digital image processing methods can be divided into two categories: spatial domain 

and frequency domain. Among them, the spatial domain method is based on pixel 

processing from image; frequency domain method is based on modifying the value of 

Fourier Transform of the original image. The frequency domain methods sometimes can 
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not satisfy the speed requirements of real-time image processing; in this paper the spatial 

domain method is used to imply the weld seam identification as shown in Figure 1. 

 
 

Color image conversion 

to grayscale image 
Adaptive median filter 

Image Binarization 

(Improved adaptive threshold 

selected method) 

Roberts edge detection 
Extract seam line by using 

Hough transform 

 

Figure 1. Weld Seam Identification Process 

2.1. Weld Seam Image Preprocessing Methods 

The sampled images are always large and contain much unnecessary information, the 

processing data should be determined before processing the image.In this paper, the Open 

Window method is selected to do seam welding processing at un-seamed part, which 

significantly improves the image processing speed, also reduces the interferences from 

scene information. CCD visual sensor collects color images and the color image 

calculation is three times more than gray-scale image. So extracting the weld seam 

information from the color space cannot meet real time image processing speed 

requirement. We need converse the color images to the grayscale ones before using the 

Open Window method. The conversion relation is [4] 

( , ) 0.11 ( , ) 0.59 ( , ) 0.3 ( , )Gray i j R i j G i j B i j   , (1) 

Where ( , )Gray i j is the gray value of the gray-scale image at point ( , )i j ; R(i,j), G(i,j) 

and B(i,j) are values of red, green and blue component in the original color image, 

respectively. The transformed gray-scale weld seam image is shown in Fig.2. 
 

 

Figure 2. Transformed Grayscale Image of the Weld 

A modified adaptive median filter is proposed here to filter the images. The adaptive 

median filter is similar as the traditional median filter which produces a rectangular area. 

The difference between the two methods is that, in the filtering process, the adaptive filter 

changes the filter window size based on s certain conditions. The adaptive median 

filtering method has three characteristics: Firstly, it can remove the salt and pepper 

(impulse) noise; secondly, in this method, the other non-pulse type noise plays a role of 

smoothing step; last, this method can reduce the distortion caused by traditional median 

filter. For example, the objects has too thin or too thick edge phenomenon. 

The adaptive median filter algorithm is as follows [5], let  

xys —a sub-image whose center is at ( , )x y ; 

minz —the minimum gray value in xys ; 

maxz —the maximum gray value in xys ; 

medz —The median of the gray value in xys ; 

xyz —Coordinates of the gray value; 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol.8, No.6 (2015) 

 

 

Copyright ⓒ 2015 SERSC  247 

maxs —The maximum allowed adaptive median filter window size. 

The adaptive median filter algorithm working in two levels, expressed as a level A and 

level B: 

level A: 
1 m minedA z z  , 

2 m maxedA z z  , if
1 0A  and 

2 0A  , turn to level B, otherwise 

increase window size, if window size 
maxxys s , repeat level A, otherwise output 

xyz ; 

Level B: 
1 minxyB z z  , 

2 maxxyB z z  , if 
1 0B  and 

2 0B   output 
xyz ,otherwise output 

medz . 

Level A is used to determines the output 
medz  is noise points or not for the filter. If 

min m maxedz z z   success，due to the pixels value of the noise is the highest point or the 

minimum pixel value, so that 
medz  can not be the noise point, so turn to level B. Level B 

is used to determine if the current point (centre point of filter window) 
xyz  is a pulse point 

or not. If condition 
min maxxyz z z   success, for the same reason, 

xyz is not a pulse point as 

well. In this case， the adaptive median filter algorithm does not change gray value of the 

current point. This mechanism does not change the current pixel value and greatly reduce 

the distortion of the image. 

If condition
min maxxyz z z   unsuccessful,  nor 

minxyz z  or 
maxxyz z , in the both cases, 

the pixels value is an extreme value and medz  is not a noise point based on level A. The 

adaptive median filter algorithm put the median value of the filter window as the current 

pixel gray value. 

In the above adaptive median filter algorithm, due to 
1 m minedA z z  , 

2 m maxedA z z  ,so 

1 0A  and 
2 0A  . This method actually determines whether 

minz , 
medz and 

maxz are equal. If 

they are equal, the method increases the filter window. When the size of the filter window 

reaches to the maximum value, 
minz ,

medz and 
maxz still are equal, the algorithm outputs the 

current value.  

In response to these deficiencies, the adaptive median filter is improved. This extended 

adaptive median filter is modified at determine conditions: 
1 min 1medA z z    

,
2 max 1medA z z   ; 1 min 1xyB z z   , 2 max 1xyB z z   . This configuration deletes the value 

of 
min maxmedz z z  , min max1 medz z z   , 

min max 1medz z z   , min max1 1medz z z    is deemed 

as noise. Two images processed after the median filter and adaptive median filter are 

shown in Figure 3a) and Figure 3b). Looking to the results, there are less image noise by 

using adaptive median filter. 

 

           
a)Result using size 3×3 median filter       b)Using smax=7 adaptive median filter 

Figure 3. Results of Image Filtering 

2.2. Weld Seam Image Segmentation 

Threshold segmentation is a typical image segmentation method. This method is setup 

based on the gray-scale distribution of an image before processing it. The value of gray-

scale threshold T is the key issues on image segmentation. Too big or too small of value T 

cause the error on the size and the shape of the object after segmentation. The histogram 
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figure after filtering of weld image is shown in Figure 4. Looking to Figure 3b), the gray-

scale level value of the weld higher than the background, a gray level threshold value can 

be chosen as the key value according to Figure 4 to separate the weld line from the 

background. Because the real-time gray scale image contains an inconstant background 

value, and the steel gray value changes, a good threshold value of an image maybe 

unworkable in other images. In this paper, the adaptive threshold selection method-Otsu 

method is selected to conquer this problem mentioned above. This paper also improved its 

algorithm based on the principle. 
 

 

Figure 4. Weld Seam Image’s Histogram after Filtering 

The Otsu adaptive threshold segmentation
[6] 

principles as follows: Assuming a gray 

image is described in a two dimensional matrix  [ ],M N M NF f x y  , M N is the size of the 

image,  ,f x y is the gray value of image  ,x y  and    , 0,1,..., 1f x y L  , L  is sum of gray 

level. If the appearance times of gray level i  in the image is 
in , the probability of gray 

level i  is 

i

i

n
p

M N
 ，and 0ip  ，

1

0

1
L

i

i

p




 .           (2) 

If all pixels are divided into two class by gray-level T: S1 includes pixels of i T ，S2 

includes pixels of i T . The probabilities of S1 and S2 are  

1

0

T

i

i

P p


 , 
1

2

1

L

i

i T

P p


 

  , 
1 2 1P P  .           (3) 

The centre class of S1and S2 are  

1

0

T

i

i

ip


 ,
1

2

1

L

i

i T

ip


 

  ,           (4) 

and 
1

1 1 2 2 0

0

L

i

i

P P ip  




   .           (5) 

The between-class variance S1and S2 is 

     
2 2 22

1 1 0 2 2 0 1 2 2 1P P PP            .   (6) 

Obviously, 1P , 
2

P , 1 , 2  and 2
 are the functions of gray threshold value T . 

To achieve the optimal image segmentation, Otsu let two class’s between-class 

variance as a function of the threshold identification and consider that the optimal 

threshold value *
T is the gray-scale value which makes 2  maximal. The optimal 

discriminate threshold is 

   2 * 2
maxT T  .          (7) 

The Otsu threshold selection method is used to choose the threshold value on the weld 

seam image segmentation. The result is shown in Figure 5a) (
*

177T  ). Obviously, the 

processed image cannot properly segment the weld and the background. So the threshold 
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value of recognition function is changed to achieve the image segmentation properly. In 

order to fully reflect the merits and shortcomings of classification, achieve more accurate 

segmentation, the adaptive threshold method re-defines the two class distance and 

introduces the dispersion of the class. 

As mentioned above, (2) ~ (4) gives the class center within the class S1 and S2. In 

order to describe the distance between the two classes effectively, define the distance of 

two classes  

1 2D    .           (8) 

In (8), D somewhat reflects the classification effect of S1 and S2. If D is larger, it 

means that the distance between the two classes is larger. In addition, in class S1 and class 

S2, the good or bad of cohesion is an important symbol reflection of the effectiveness of 

the classification directly. In S1 and S2, the class of dispersion is defines as the distance 

from each pixel to the centre within the class, like 

1 1

0

T

i

i

d i p


  ,           (9) 

1

2 2

1

L

i

i T

d i p


 

   ,           (10) 

Obviously, the smaller the dispersion of each class, the better the cohesion as well as 

the classification.  

Considering the two factors above, to ensure a good classification results, it should let 

D maximum and d1, d2 minimum. In this way, each class has best cohesion and the two 

classes have longest distance. At this point, two class of the image will be separate to a 

great extent. Therefore, the threshold value identification function of the segmentation is 

defined as 

1 2

1 2

( )
P P D

H T
d d

 


 .           (11) 

It can be found that when H is maximum, the best classification effect, the optimal 

threshold discriminate as  
*

max( ) ( )H T H T .           (12) 

If the gray level *
T  of an image can let *

max( ) ( )H T H T , and *
T  is the optimal threshold 

value, it will divide image   ,M N M N
F f x y 

  into class S1and class S2. At this time, if all 

pixels gray value in S1 is set as 255 and all pixels gray value in S2 as 0, the image 

  ,M N M N
F f x y 

  is segmented. The segmentation process can separate the target from 

the background maximally and achieve best effect. 

The result acquired by using the Otsu threshold selection method to choose the 

threshold value on the weld seam image segmentation is shown Fig. 5b) ( *
83T  ). From 

the figure, it can be found that the procedure separates weld seam form background 

successfully. 

          
a) Otsu segmentation method                      b) Improved Otsu segmentation method 

Figure 5. Image after segmentation 
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2.3.  Edge Detection and Feature Extraction Method 

The purpose of this paper is to obtain information of seam central. Firstly, we need 

obtain seam edge feature information, and then extract weld seam line on next processing. 

Hough transformation is selected on weld seam edge line extraction 
[7]

. Hough 

transformation has the advantage of anti-interference. Even there is disturbance, gap and 

broken line in the image, after Hough transformation, the clear peaks can be formed in the 

transform space. The steps of Hough transformation which can be found in many 

literatures are not described here. 

 

3. Experiment Results 

The experiments using four kinds of common edge detection algorithms are 

investigated. The results are shown in Figure 6. 

 

    
a)Sobel operator                           b)Roberts operator 

       
             c)Prewitt operator                       d)Gauss-Laplace operator 

Figure 6. Results of Edge Detection 

Comparing the four processed image results, it can be found that Roberts operator uses 

the discrepancy between two adjacent pixels as the approximate gradient magnitude to 

detect the image edge. This operator has high precision and high sensitivity to noise. 

Sobel operator detects the edge by adjacent pixels gray-weighted difference to achieve the 

extreme edge phenomenon. Sobel operator has a smoothing effect on reducing noise and 

also provides the edge direction information with more accuracy, but the edge of the 

positioning accuracy is not high enough which is not suitable for the applications with 

high accuracy demand. Prewitt operator detects edge by adjacent pixels gray difference to 

achieve extreme edge phenomenon. Prewitt operator has a smoothing effect on reducing 

noise as well as poor location accuracy character. Gauss-Laplace operator is a second 

order differential operator, which detects the edge by using the second derivative edge 

where zero crossing occurs. This operator has no directionality and it cannot get the edge 

direction information either. It is sensitive to the gray mutation and has a relative low 

processing speed. Based above, Roberts operator is determined to detect the weld seam 

edge of the image. The result of Figure 6b) is used to extraction seam as a follow-up 

purpose. 

The result after detecting the edge and extracting the weld seam line is shown in Figure 

7. 
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Figure 7. Result after Hough Transformation 

Using the direct Hough transform method can detect the weld seam line and the basic 

principle is same as detecting a single line. The selection of the threshold value on 

accumulator unit which appears on partial peaks is a little difference in this paper. After 

many trials, 1/3 of partial peak is selected as the best threshold value. 

 

4. Conclusions 

The weld seam identification method on image processing is discussed in this 

paper. The image preprocessing procedure, including the seam edge detection and 

the seam recognition of the image that based the seam line feature extraction, is also 

designed. The experiment results show the feature information of the weld seam line 

extracted successfully, that achieve the weld seam identification purpose 

successfully. 
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