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Abstract

Digital image correlation (DIC) is an effective displacement field measurement method featuring non-contact and full-field, which has been successfully applied in lots of fields, especially in the field of experimental mechanics. Unfortunately, the traditional DIC technique (TDIC) depends on the output values of image sensor heavily that usually noised in practical imaging system. So, TDIC cannot deal with bias error introduced by the image noise effectively. In this paper, a kernel based DIC is proposed to help reduce the bias error by establishing and optimizing a weighted correlation function. Compared with the methods of low-pass filtering, KDIC preserves the high frequency information well but reduces the bias error caused by image noise effectively. To demonstrate, two kinds of kernel function are analyzed. One is Epanechnikov kernel, with which KDIC is equivalent to TDIC. The other is Gaussian kernel, which can be used to improve the anti-noise performance of TDIC and get more accurate sub-pixel displacements. Both simulation analyses and experimental results validate the effectiveness of this new method.
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1. Introduction

Digital image correlation (DIC) is a novel technique widely used especially in the field of experimental mechanics due to its advantages, such as non-contact measurement, simpleness of building the system, more accurate testing results and so on [1-5]. DIC uses digital images recorded by almost any image acquisition device as input and full-field displacements in subpixel as output. Then, full-field strain distributions can be further differentiated by the obtained full-field displacements via appropriate numerical differentiation methods [6-7]. Obviously, accurate displacements are the bases for subsequent analyses. With this considered, lots of effort is made to study on the factors like speckle pattern, image subset size, correlation function, interpolation algorithms and so on [8-11]. Some researchers have proposed some principles and suggestions for high accuracy DIC calculation.

However, for DIC application in real experiments, not much work is launched to deal with the inevitable random noise in the experimental images. Theoretical analyses have indicated that random noise can affect the intensity distribution of the images and introduce both bias error and variance [12] in the displacement estimation that is basically extracted from the intensity information of the images before and after deformation. At the same time, some researchers have demonstrated that a larger subset in DIC can dramatically reduce the variance of the displacement distribution, but has no effect on the bias error [13]. Some researchers suggest preprocessing the image for denoising [14-16], for example, Pan [13] proposed a pre-
smoothing method to deal with the noisy images with a Gaussian low-pass filter for bias error reduction. Nevertheless, Gaussian filter means image fuzzification, undoubtedly reducing the intensity gradient, which may lead to greater variance of the displacement estimation. More importantly, optimal kernel size of the filter is uncertain. It needs to be determined artificially but with real deformation parameters unknown in practical experiments.

In this paper, influences of the noise level on the displacement estimation calculated by the traditional DIC that is with low noise immunity are investigated. Then, a kernel based digital image correlation method (KDIC) is given to process the noisy images and reduce the bias error in the displacement without changing the deformation carrier intensity but optimizing the algorithm itself for high-precision measurement in real experiments. Both the simulation results and the experimental analyses validate the effectiveness and robustness of the KDIC technique that is insensitive to the image noise.

2. Introductions of TDIC and KDIC

2.1. Basic Principles of TDIC

Principles of TDIC are very simple. Deformation measurement, such as displacement estimation, strain distribution of the structure surface and so on, can be transformed into matching the images of the structure before and after deformation. Firstly, the shape function is built to describe deformation of the structure. With an arbitrary point \((x, y)\) and its neighbourhood \(S\) called reference subset given, a mapping relation \(\chi\) satisfies

\[
\chi(x, y) \rightarrow (\tilde{x}, \tilde{y}), f(x, y) = g(\tilde{x}, \tilde{y})
\]

Where \(f(x, y)\) represents the intensity of the image before deformation at point \((x, y)\); \(g(\tilde{x}, \tilde{y})\) stands for the intensity of the image after deformation at point \((\tilde{x}, \tilde{y})\).

Mapping relation \(\chi\) is the so-called shape function. If neighbourhood \(S\) is small enough, then \(\chi\) can be described as

\[
\tilde{x} = x + u(x_0, y_0) + \frac{\partial u}{\partial x}|_{x_0, y_0}(x-x_0) + \frac{\partial u}{\partial y}|_{x_0, y_0}(y-y_0) \tag{1}
\]

\[
\tilde{y} = x + v(x_0, y_0) + \frac{\partial v}{\partial x}|_{x_0, y_0}(x-x_0) + \frac{\partial v}{\partial y}|_{x_0, y_0}(y-y_0)
\]

Where \(u\) and \(v\) are the in plane displacement in \(x\) and \(y\) direction separately; \((\frac{\partial u}{\partial x}, \frac{\partial v}{\partial x}, \frac{\partial u}{\partial y}, \frac{\partial v}{\partial y})\) are the displacement gradient; \((x_0, y_0)\) is the center of \(S\).

Parameters in the shape function can be assembled as a vector:

\[
P = \left( u, v, \frac{\partial u}{\partial x}, \frac{\partial v}{\partial x}, \frac{\partial u}{\partial y}, \frac{\partial v}{\partial y} \right)
\]

Then the correlation function, including deformation parameters, can be defined as

\[
\rho = \frac{\sum_{s_p \in S} [f(s_p) - g(s_p, P)]^2}{\sum_{s_p \in S} f^2(s_p)} \tag{2}
\]

Nonlinear optimization method is used to solve Eq.2 and the vector \(P\) can be gotten.

According to Eq.2, when the correlation function is minimized, image subset after deformation is most similar to that before deformation. Then parameters \(u\) and \(v\) in vector \(P\)
are the optimum estimation of the displacement of the structure surface. Same processing procedure will be applied to all the grid points for full-field displacement estimation.

Correlation function $\rho$ can be minimized by Newton-Raphson method which is recommended by lots of references [1-5]. The iteration equation can be defined as

$$P = P_0 - \frac{\nabla \rho(P_0)}{\nabla^2 \rho(P_0)}$$  \hspace{1cm} (3)

Where $P_0$ is the initial value of the deformation parameter vector; $\nabla \rho$ presents the gradient of correlation function $\rho$; $\nabla^2 \rho$ is the so called Hessian matrix, which is the second spatial deviation of $\rho$. $\nabla \rho$ and $\nabla^2 \rho$ are shown in the following.

$$\nabla \rho = \left( \frac{\partial \rho}{\partial P_i} \right)_{i=1,\ldots,6}$$

$$\nabla^2 \rho = \left( \frac{\partial^2 \rho}{\partial P_i \partial P_j} \right)_{i=1,\ldots,6}$$

From Eq.3 to Eq.5 we can know that, component $f(s_p) - g(s_p, P)$ and $\frac{\partial g(s_p, P)}{\partial P_i}$ in the expression $\rho$ affect the iteration results enormously. If there is no noise in the image, parameters of the shape function will approach to the true values along gradient direction per iteration procedure. When the terminal condition is satisfied, expression $\sum_{s_p \in S} [f(s_p) - g(s_p, P)] \frac{\partial g(s_p, P)}{\partial P_i}$ will tend to 0. However, if the image is contaminated by noise, component $f(s_p) - g(s_p, P)$ will not converge to zero, and component $\frac{\partial g(s_p, P)}{\partial P_i}$ will be amplified. So, results gained by TDIC are not that accurate because of image noise.

2.2. Definition of KDIC

Kernel function is added to the correlation function to improve anti-noise performance of the traditional DIC. Usually, kernel function is defined as some kind of radially symmetric scalar function called Radial Basis Function (RBF), which satisfies

$$K(x) = c_{k,d} k \left( \|x\| \right)$$  \hspace{1cm} (6)

where, $c_{k,d}$ is normalization constant, and $k$ is the so-called profile of corresponding kernels.
Considering the control ability of the kernel function in radial direction, intensity differences of the images before and after deformation in given neighborhood $S$ are transformed into the feature space centered at zero. New correlation function based on kernel can be defined as

$$
\rho^* = c \sum_{s_p \in S} \left( \frac{f(s_p) - g(s_p, p)}{h} \right)^2
$$  \hspace{1cm} (7)

Where $c$ is the normalization constant; $h(h = \sigma)$ presents the bandwidth of the kernel.

Supposed that $r(s_p, p) = f(s_p) - g(s_p, p)$, then Eq.7 can be simplified as

$$
\rho^* = c \sum_{s_p \in S} \left( \frac{r(s_p, p)}{h} \right)^2
$$  \hspace{1cm} (8)

First-order gradient of $\rho^*$ and the Hessian matrix are shown as follows:

$$
\nabla \rho^*(p) = \left( \frac{\partial \rho^*}{\partial p_j} \right)_{j=1,...,7} = - \frac{2c}{h} \sum_{s_p \in S} \left( \frac{r(s_p, p)}{h} \right)^2 \cdot r(s_p, p) \cdot \frac{\partial g(s_p, p)}{\partial p_j}
$$  \hspace{1cm} (9)

$$
\nabla \nabla \rho^*(p) = \left( \frac{\partial^2 \rho^*}{\partial p_i \partial p_j} \right)_{i,j=1,...,6} = \frac{2c}{h} \sum_{s_p \in S} \left( \frac{r(s_p, p)}{h} \right)^2 \cdot \frac{\partial g(s_p, p)}{\partial p_i} \cdot \frac{\partial g(s_p, p)}{\partial p_j}
$$  \hspace{1cm} (10)

At last, Eq.9 and Eq.10 can be substituted into Eq.3. Then, the Eq.8 is minimized to get the optimum deformation parameters for full-field displacement calculation.

Compared with the gradient and Hessian matrix of the two correlation function, KDIC is a kind of weighted TDIC in format. And weight function equals to the first-order derivative of the kernel function. Therefore, different kinds of kernel functions correspond to different weighted forms. Two common kernel functions [17], one Epanechnikov kernel, the other typical Gaussian kernel, are exampled and analyzed in the following.

(a) Epanechnikov Kernel

The profile of the Epanechnikov kernel is defined as

$$
k_E(x) = \begin{cases} 
1-x, & \text{if } 0 < x < 1 \\
0, & \text{otherwise}
\end{cases}
$$  \hspace{1cm} (11)

According to the expression above, we can get that

$$
k'_E(x) = \begin{cases} 
-1, & \text{if } 0 < x < 1 \\
0, & \text{otherwise}
\end{cases}
$$  \hspace{1cm} (12)

If Epanechnikov kernel is applied, KDIC is the same to TDIC in format. That is to say, TDIC is a kind of particular case of KDIC if Epanechnikov kernel is used.

(b) Gaussian Kernel

In Gaussian kernel case, the profile is
$$k_G(x) = \exp\left(-\frac{1}{2} x\right), x > 0$$  \hfill (13)$$

And derivative of $k_G(x)$ is calculated as

$$k_G'(x) = -\frac{1}{2} \exp\left(-\frac{1}{2} x\right), x > 0$$  \hfill (14)$$

According to Eq.9 and Eq.10, derivative of Gaussian kernel is expressed the same as original in correlation function. Gaussian kernel is expressed as

$$k\left(\|x - x_c\|\right) = \exp\left(-\frac{\|x - x_c\|^2}{2\sigma^2}\right)$$  \hfill (15)$$

Where $x_c$ is the center of the kernel function; $\sigma$ stands for the bandwidth and controls radial actuating range of the kernel function. If $x$ is far from the center $x_c$, then the function value will be small. On the contrary, small distance difference between $x$ and $x_c$ means a high function value.

Gaussian kernel is applied in this paper. So, in iteration Eq.3, except for the deformation vector, another parameter $\sigma$ is introduced. $\sigma$ stands for the standard deviation of the intensity difference between the reference subset and the target subset. It controls the weights of the intensity difference. A large $\sigma$ signifies minor difference of the whole weight matrix. On the contrary, a small one means a sharp appearance of the Gaussian kernel. Apparently, $\sigma$ affects the anti-noise property of KDIC. More details about the choice of $\sigma$ are given in the following section.

### 3. Simulation Analysis

In order to validate the effectiveness of the new KDIC method proposed in this paper, synthetic speckle images [18], with the deformation parameters already known, are produced to analyze the deformation of the specimen and evaluate the results of this new method more objectively. The reference simulation image is generated by the computer randomly, shown in Figure 1. The parameters of the simulated image are listed as: the size of the speckle images is 256×256 pixels, the number of the speckles is 2000, and the size of the speckles is 4 pixels.

Then, based on the reference image, twenty deformation images are generated with 0.05 pixel displacement increment along y direction. After that, noise with 1%, 2% and 4% levels is separately added to this group of images whose displacements range from 0–1 pixel. So, four sets of images are gotten. The speckle image with 4% noise level is shown in Figure 1.

![Reference image (Noiseless)](image1.png) ![Image after deformation (4% noise level)](image2.png)
Before a further research, key parameter $\sigma$ should be determined firstly. It associates with the Gaussian kernel shape, displayed in Figure 2. According to the analysis of the noiseless speckle images, intensity differences of the reference subset and the target subset are at subpixel level when Eq.3 converged. However, for noisy images, the intensity differences are basically larger than 1, some even greater than 10. As to these large differences, smaller weights, near to zero, should be given to them to reduce the influence of the noise. And large weights are encouraged for these small intensity differences.

According to the reference [14], bias errors of the displacements ranging from 0-1 pixel are distributes sinusoidally, maximized at displacement 0.2 and 0.8 nearby. So, speckle image with displacement 0.2 and noise level 2% is analyzed for an optimal bandwidth selection. Displacements are estimated by TDIC and KDIC (with different bandwidths), and bias errors, defined in Eq.16, of the two techniques are shown in Figure 3.

$$e_v = \bar{v} - v_{true} \quad \quad (16)$$
From Figure 3 we can get, (1) Compared with TDIC, KDIC can effectively reduce the bias error of the displacement estimation at true displacement 0.2; (2) For KDIC, bandwidth less than 1, that is to say, bandwidth at subpixel, is more excellent for bias error reduction. And bandwidths ranging from 0.1-0.01 bring analogous effect. Obviously, bandwidth at 0.5 nearby help gains optimal result. Similar results can be gotten for other displacements. This corresponds to the analysis above. True intensity differences of the two subsets, not including noise, are at subpixel. Hence, recommended bandwidth, which represents the standard deviation of the intensity differences, is at subpixel too. And, optimal bandwidth is about 0.5 for reference.

Different noise levels may have different impact on the displacement calculation obtained via traditional DIC. Four sets of images (noiseless, 1% level, 2% level, 4% level), with true displacements ranging from 0-1 pixel, are dealt with TDIC. The calculated displacements are evaluated with two indexes, which are mean bias error (defined in Eq.16) and standard deviation error. The expression of the latter is shown as:

$$\sigma_v = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (v_i - \bar{v})^2}$$  \hspace{1cm} (17)$$

Where $\bar{v}$ stands for the mean value of all the grid point displacements in one deformation image, that is to say, $\bar{v} = \frac{1}{N} \sum_{i=1}^{N} v_i$; $v_{true}$ is the true displacement of the simulated image; $N$ presents the number of all the grid points.
Figure 4 shows the mean bias errors and standard deviation errors of the displacements calculated by TDIC separately. From Figure 4 we can see that, with the increment of the noise level, effects on the displacements become more apparent. The higher the noise level is, the bigger the two errors are. For the maximum mean bias error, it increases from 0.0077 pixel to 0.0994 pixel. Similarly, Figure 5 shows that the standard deviation error increases from 0.0029 pixel to 0.0133 pixel with the raise of the noise levels.

Then, kernel based DIC presented in this paper is applied to deal with the four simulated image sets. The two kinds of errors are calculated and listed in Figure 6 and Figure 7.

As shown in Figure 6, compared with the displacement mean bias error of 4% noise level calculated by TDIC, the displacement errors of the four image sets calculated by KDIC are all dramatically reduced. For example, as for images with 4% noise level, the maximum error decreases from 0.094 pixel to 0.0271 pixel, which validates the remarkable effectiveness of the new KDIC method.
Maximum mean bias errors and standard deviation errors of the four image sets are listed in Table 1 in detail. The results demonstrate the effectiveness of the KDIC method to decrease the mean bias error. However, to some extent, there is no improvement for reducing the standard deviation error of the displacement calculation. For 1% noise level, which means the SNR (Signal to noise ratio) of the image is 40dB, the maximum mean bias error of the displacement calculation is 6‰. For the industrial cameras, the SNR values can reach 40dB and some may be higher. So, for practical use, precision with 1‰ of the KDIC method can satisfy the requirement of the high-precision displacement calculation.

**Table 1. Maximum Bias Errors and Standard Deviation Errors of TDIC and KDIC Calculation**

<table>
<thead>
<tr>
<th>Noise level</th>
<th>Maximum bias error calculated by TDIC (L) and KDIC (R)</th>
<th>Mean SD error calculated by TDIC (L) and KDIC (R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00027/-</td>
<td>0.00065/-</td>
</tr>
<tr>
<td>1%</td>
<td>0.0077/0.0062</td>
<td>0.0029/0.0048</td>
</tr>
<tr>
<td>2%</td>
<td>0.0302/0.0097</td>
<td>0.0064/0.0072</td>
</tr>
<tr>
<td>4%</td>
<td>0.0994/0.0271</td>
<td>0.0133/0.0119</td>
</tr>
</tbody>
</table>

4. Experimental Verification

For verifying the validity of the KDIC method to process the practical collected images, results calculated by KDIC are analyzed in the following. The specimen is displaced in Fig 8, which is made of aluminum with rivets in it. Usually, strain of the regions around the rivets cannot be detected by strain gages directly. So, this new kind of full-field and non-contact KDIC method shows advantages for strain measurement. The images of the specimen are acquired in a uniaxial tensile test in y direction continuously. Some of the images at different collected times are dealt by KDIC.

Displacements obtained by KDIC are differentiated to get strain distribution and the strain changing processes are shown in Fig 9. When the specimen is stretched upwards with the bottom of the specimen fixed, regions on the specimen under the rivets are affected by stress concentration, and the results in Fig 9 are consistent with the theoretical analysis, which undoubtedly prove the effectiveness and feasibility of the KDIC method in practical experiment.

![Figure 8. Image of the Specimen](image-url)
5. Conclusion

In conclusion, considering bad effects of the random image noise on the displacement calculated by TDIC, a kernel based DIC method which is a generalization expression of TDIC, is proposed in this paper to improve the robustness of DIC without sacrificing the intensity gradient. As for large intensity differences caused by noise, smaller weights, near to zero, should be given to them to reduce the influence of the noise. And large weights are encouraged for these small intensity differences. Obviously, KDIC is a novel method for bias error reduction without changing the image information. Both the simulation analysis and the experimental results verify the effectiveness of KDIC to reduce the bias error for a high-precision displacement calculation.
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