Robust Object Tracking with Mutualism between Particle Filter and Geometric Active Contour
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Abstract

Robust object tracking is important in many real applications. This study proposes a novel robust object tracking algorithm that combines particle filter and geometric active contour. In contrast to conventional combinations, the proposed algorithm establishes mutualism, wherein the particle filter provides curve initialization for the active contour by using the alpha shape algorithm, and the active contour provides evolved boundary for particle filter classification. The refined particles are used to estimate the states which reduce the distance error. Discriminable object feature is proposed to enhance the tracking robustness, and prior information-based curve evolution is used to improve the accuracy of boundary segmentation. Comparable experiments are performed using a stand particle filter and continuously adaptive mean-shift methods. The proposed algorithm is found to be highly robust for long video sequences with non-linear motion, scale changes and clutter background.
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1. Introduction

Visual object tracking plays an important role in the field of computer vision. It has a variety of significant applications such as human-computer interfaces, road traffic control, video surveillance systems [1-3]. But it still remains a challenging problem. Because the background and object can be extremely complex and variable, especially in outdoor environments. Here, we mention some problems of object tracking such as illumination changes, presence of background clutter, scale changes, rotation, etc. In order to deal with them, many research efforts and attentions have been devoted. The solutions could be roughly classified into two categories: deterministic tracking and stochastic tracking.

Stochastic tracking approaches are based on the Bayesian estimation theory and often reduced to an estimation problem. Particle filter is the most representative method. It has gained interest for stochastic visual tracking for its intrinsic capability such as adapting to scale changes, tracking multiple hypotheses and coping with the nonlinearity and non-gaussian dynamic system [4]. Although particle filter has many advantages, it can not handle local deformations of the deforming object and its topology change. And particle degeneration is another needed to solve. Geometric active contour belonging deterministic filed which can solve the above problems easily, are being research hot spot. Deterministic approaches usually reduce to an optimization problem. The definition of the cost function is a key issue. The common choice are Mean-shift, Continuously Adaptive
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Mean-shift(CamShift) and geometric active contour. One of the main drawbacks of standard MeanShift and CamShift tracking is that it is prone to tracking failures caused by objects with similar colors [5]. Recently level set-based active contour is widely used to extract object, which is first presented in literature [6]. Its basic idea is to evolve a curve, subject to constraints from a given image \( u_{0} \), in order to detect objects in that image. Now the typical variant is C-V region segmentation algorithm based on a reduced Mumford-Shah model and variational level set [7].

In this paper, object tracking is tackled in complex environments, including heavy clutters, low resolution image sequences and non-stationary camera, where the existence of multiple features or well object detection is not guaranteed. Particle filter is chose to estimate the object state vector which is non-gaussian and non-linearity. Geometric active contour method is implemented to handle local deformations of the deforming object and its topology change. And also to eliminate useless particles for resampling, maintaining particles diversity. Some other research works about combination have been carried out. In order to mark rapid motion cell boundary, Shen et al., implement the particle filter to track biological cells and then evolve the cell boundary with contour initialization using previous state estimation [8]. Estimate the state of a system given a set of observations. The state refers to the positions and shape parameters of contours in this application. Rath et al., formulate a particle filtering algorithm in the geometric active contour framework that can be used for tracking moving and deforming objects [9]. The scheme combines the advantages of particle filtering and geometric active contours for dynamic tracking. They use the 6-dimensional affine parameters and the infinite dimensional contour of curves as the state, i.e., contour is a part of the state space. The previous contour is affined as the initial guess of the contour. Sun et al., propose a refined particle method to track object contour, combining with a binary level set model [10]. It regards the particle represented by a rectangle in prediction step or active contour in update step as the state space. Although it avoids the re-initialized process of the level set function in each iteration as well as the cumbersome numerical realization, it uses the similar filter framework with literature [9]. It still use the previous contour as the curve initialization guess contour. The evolution curve contour is implemented to compute the likelihood. Sandhau et al., introduce a new similarity metric based on prediction theory to the particle filtering framework [11]. The state space consists of object’s center and contour. Contour is evoluted with geometric active contour which incorporate a separate energy term to penalize large centric displacements. The initialization is determined by previous contour and the importance weight is updated by energy function. No matter the finite dimensional or infinite dimensional state space, the dimension of state space is high. High dimension state needs more particles for accurate filtering, which will compute expensively [12]. And the curve is evolved to compute the likelihood with exponential function. Another approach is used to classify the particles with evolved contour. Luo et al., use the particle filter to track object of interest in complex environment and then add the shape prior to the geometric active contour to evolve the curve in the particle weight-based sparse space [13]. Make one-class classification of particles with evolved contour. Although combination is implemented to improve the track performance, particles useful information is not deeply exploited. Also the contour evolution is depended on sparse space, it make no use of image information. It cannot obtain the real object contour despite of computing simply.

Inspired by the idea of Luo et al., the current study proposes a new robust method that combines particle filter and active contour under non-ideal conditions. The proposed method thoroughly develops the position information of particles to generate initial guess contour for curve evolution and evolves the curve in an original image space instead of in a sparse space. We regard the combination as 'MutFilter'. Other techniques, such as the discriminable feature and prior information-based C-V, are used to track the objects robustly. The rest of this paper is organized as follows. Section 2 describes the preliminary
theories, such as particle filter, geometric active contour and alpha shape. Section 3 describes the proposed object tracking method in detail. Section 4 presents the experimental analysis and the results of different algorithms. Section 5 draws the conclusion.

2. Preliminary

2.1. Particle Filter

In the sequential Bayesian estimation framework, the goal is to estimate the posterior probability density function (PDF) \( p(x_t|Y_t) \), where \( x_t \) is the state vector of a target at time \( t \), and \( Y_t=\{y_1,\ldots,y_t\} \) is the collection of measurements (i.e., image frames) from time 1 to the current time \( t \). This estimation is performed in two steps, namely, prediction and update. The prediction of future time \( t \) can be expressed as a multidimensional integral.

Prediction:

\[
p(x_t|Y_{t-1}) = \int p(x_t|x_{t-1}) p(x_{t-1}|Y_{t-1}) \, dx_{t-1}
\]

(1)

Where \( p(x_t|x_{t-1}) \) is the transitional PDF that is typically adopted in the target dynamic (motion) model. Using the new image \( y_t \), the update step can be described as follows:

Update:

\[
p(x_t|Y_t) = \frac{p(y_t|x_t)p(x_t|Y_{t-1})}{p(y_t|Y_{t-1})}
\]

(2)

Where \( p(y_t|x_t) \) is the measurement likelihood function that is adopted in the observation model. In general, the sequential Bayesian estimator has no closed-form analytic solution. Thus, the Monte Carlo method is implemented to generate approximations. In this framework, the posterior PDF at time \( t \) is represented by a set of weighted particles \( \{\omega^n, x^n_t\}_{n=1}^N \); that is,

\[
p(x_t|Y_t) \approx \sum_{n=1}^N \omega^n \delta(x - x^n_t)
\]

(3)

Where \( q(x_t|x^n_{t-1}, y_t) \) is given by

\[
w^n_t = w^n_{t-1} \frac{p(y_t|x^n_t)p(x^n_t|x^n_{t-1})}{q(x^n_t|x^n_{t-1}, y_t)}
\]

(4)

Typically, the chosen proposal density is equal to the transitional density, that is, \( q(x^n_t|x^n_{t-1}, y_t) = p(x^n_t|x^n_{t-1}) \). Equation (4) is thus simplified to \( \omega^n_t = \omega^n_{t-1} p(y_t|x^n_t) \) which is called the bootstrap particle filter. The particle filter is initialized by generating a set of weighted particles from the prior density \( p(x_0) \). Equation (4) provides a recursion for computing the set of weighted particles representing \( p(x_t|Y_t) \) from those representing \( p(x_{t-1}|Y_{t-1}) \) using a new measurement \( y_t \). The samples are resampled according to their importance weights to generate a set of unweighted particles and to consequently avoid impoverishment.
2.2. Geometric Active Contour

Despite the advantages provided by the particle filter, it still has some limitations, such as particle degeneracy and object deformation. Geometric active contour is one of the best methods that can be used to address such drawbacks. Geometric active contour can solve not only the degeneracy with resampling but also the deformation problem with curve evolution. In this study, we use the C-V algorithm proposed in [7]. This algorithm can describe the curve evolution energy $E(C_1, C_2, \phi)$ as follows:

$$
E(C_1, C_2, \phi) = \mu \int_{\Omega} |\nabla \phi(x, y)| \nabla \psi(x, y) dx dy + \lambda_1 \int_{\Omega} |u_0(x, y) - C_1|^2 H(\phi(x, y)) dx dy \\
+ \lambda_2 \int_{\Omega} |u_0(x, y) - C_2|^2 (1 - H(\phi(x, y))) dx dy
$$

Where $C_1, C_2$ and the Heaviside function $H(\phi)$ are given by:

$$
C_2(\phi) = \frac{\int_{\Omega} u_0(x, y)(1 - H(\phi(x, y))) dx dy}{\int_{\Omega} (1 - H(\phi(x, y))) dx dy} \\
C_1(\phi) = \frac{\int_{\Omega} u_0(x, y)H(\phi(x, y)) dx dy}{\int_{\Omega} H(\phi(x, y)) dx dy}
$$

and

$$
H(\phi) = \begin{cases} 
1 & \phi \geq 0 \\
0 & \text{else}
\end{cases} \\
\delta_0(\phi) = \frac{d}{d\phi} H(\phi)
$$

Where $u_0(x, y)$ is the image, and $\phi(x, y)$ is the level set function. They deduce the Euler-Lagrange equations for $\phi$ and minimize the energy $E(C_1, C_2, \phi)$ by performing the gradient descent using the following PDE:

$$
\frac{\partial \phi}{\partial t} = \delta_x(\phi) \mu \text{div}(\frac{\nabla \psi}{|\nabla \phi|}) - \nu - \lambda_1 (u_0 - c_1) + \lambda_2 (u_0 - c_2) = 0
$$

in $(0, \infty) \times \Omega, \phi(0, x, y) = \phi_0(x, y)$ in $\Omega, \frac{\delta_x(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial n} = 0$ on $\partial \Omega$, where $n$ denotes the exterior normal to the boundary $\partial \Omega$, and $\frac{\partial \phi}{\partial n}$ denotes the normal derivative of $\phi$ at the boundary. The performance of the segmentation strongly depends on the extent to which the assumption of homogeneous image data is satisfied. To segment object accuracy, prior object model information is used in guiding the curve stopping at the correct boundary.

2.3. Alpha Shape

Although the geometric active contour can provide accurate object boundary for classifying the particles as either effective or outliers, it needs to be initialized with coarse boundary for evolution. Thus, the particles are used in initialization which we regard as mutualism mechanics. The particles are scattered around the object with likelihood weight and fixed position coordinate. First, we filter the weighted particles by the threshold and then determine the outer boundary of the convex hull consisting of particles that correspond to a fixed coordinate. The alpha shape method is used to construct the boundary [14]. This method uses a finite set of points (particles) and the $\alpha$ parameter in the plane to search for the boundary point and to connect this point to the uniquely built polygon.

Consider a set of points (particles positions in our case) $S = \{(x_s, y_s), s = 1, 2...N\}$. The alpha shape is a uniquely defined region that approximates its intuitive 'shape'. For the negative real, the alpha hull is the intersection of the closed complements of the discs of
radius, each of which completely contains $S[15]$. The alpha shape is the straight line graph formed by connecting the neighboring points on the boundary of the alpha hull; it essentially replaces the concave arcs of the alpha hull with lines. Figure 1 shows an example of the alpha shape. The alpha shape can be described qualitatively by rolling a hoop of radius around the edges of the point cloud [16]. If the hoop touches two points, and the hoop’s interior does not contain additional points, then the line segment containing the two points is on the boundary of the alpha shape. The following describes the implementation of the alpha shape. The Delaunay triangulation is a set of triangles (simplexes) with vertices such that the triangle’s circumcircle does not contain any point in $S$; the alpha shape is a subset of the Delaunay triangulation of $S$. The alpha complex is a set of all simplexes of the Delaunay triangulation that are in the interior of the alpha shape; its boundary is the alpha shape.

![Alpha Shape Schematic](image)

**Figure 1. Alpha Shape Schematic**

### 3. Object Tracking

#### 3.1. Object Histogram

Color histogram is an important image feature that expresses overall image information and has good robustness against translation, rotation and deformation. This feature also involves simple computation. The histogram of an image can be described as follows:

$$n_b = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} \delta_b(i, j), \forall b = 1, 2, ..., B$$

(7)

Where $\delta_b(i, j) = 1$ if the value at pixel location $(i, j)$ falls into bin $b$; otherwise, $\delta_b(i, j) = 0$. From a probabilistic point of view, the normalization of a histogram results in a function that is most akin to the PDF of the data. A histogram can be used to describe the statistical properties of a given distribution. Thus, the most common features of a histogram are used to express the similarities in an object tracking task. Similarities between two different histograms, $n_{bh}$ and $n'_{bh}$, can be computed using various techniques, such as histogram intersection or the Bhattacharyya coefficient. In this study, we adopt the Bhattacharyya coefficient $\rho^B_{bh}(n_{bh}, n'_{bh}) = \sum_{b=1}^{B} (n_{bh}n'_{bh})^{0.5}$ as the similarity measure. However, a histogram is sensitive to changes in contrast and lacks information about how a color is spatially distributed in an image, particularly when the scene contains other objects characterized by a color distribution similar to that of the object of interest. Thus, the consideration of a discriminate feature is inevitable for robust tracking.
3.2. Discriminate Color based on C-V

Tracking success or failure depends primarily on how distinguishable an object is from its surroundings. If the object has low contrast or is camouflaged, then it may not be correctly segmented out and tracked. However, the sub-target of the object’s interior becomes highly distinguishable from the background. Thus, the most discriminate local region should be determined to model the object robustly. Let $R_o$ be the region that corresponds to the target with centre $C$, width $w$, and height $h$. Let $R_b$ be the region that corresponds to the background with centre $C$, width $2w$, and height $2h$, excluding the region $R_o$. The bins are set to six to describe the region color feature. The following six colors are often used, particularly in back projection showing a colored image: red, green, blue, cyan, magenta, and yellow. These color regions identify the homogeneous regions of the C-V algorithm, thereby improving segmentation performance. To determine the most discriminate region, we first obtain six bins of the numerical quantity histogram from the back projection image instead of the probability histogram used in most image processing tasks. For all candidate feature spaces, the space with the maximum block ratio value is determined as the feature space and chosen as the color block region.

$$\text{index} = \max_{\forall i \in \text{bins}} \frac{\text{obhist}(i)}{\text{bghist}(i)} \quad \text{bins} = [1, 2, \ldots, 6]$$

Where $\text{obhist}$ and $\text{bghist}$ represent the target frequency histogram and background frequency histogram, respectively (Figure 2).

![Figure 2. Discriminate Histogram Ratio](image)

### 3.3. Boundary initialization

Initial contour must be given to evolve the curve to the object edge. An initial contour that closely resembles the real contour indicates the former’s superior performance, which can be demonstrated by a low evolution time and a highly accurate contour. The weighted particles are used to build the coarse contour. A large particle weight indicates the close proximity of the particle to the object centre. Thus, heavily weighted particles may be found in the neighborhood of the real object edge. Fig 3 shows the rectangle region of the object and the scattered particles. Assume that the object color is uniformly distributed. Object histogram $n_0$ and candidate histogram $n_c$ can be obtained using Equation (7). When the particle is on the boundary (left dot on the rectangle), that is,
\[ \rho^b_o(n_o, n_c) = \sum_{h=1}^{B} \sqrt{n_o n_c} = \sum_{h=1}^{B} \sqrt{0.5 n_o \times n_o} = \frac{\sqrt{2}}{2} \]  

When the particle is on the corner (right dot on the rectangle), that is,

\[ n_c = 0.25 \times n_o, \rho^b_o(n_o, n_c) = 0.5 \]  

In real applications, the object may take any shape. Thus, the threshold described above is used as a reference only. In this study, we choose \( \rho = 0.5 \) to filter the particles. The remaining particles are used to determine the coarse contour around the object using the alpha shape method. The alpha parameter is chosen as follows. According to the particle distribution variance, we set \( \alpha = \sigma^2 / 2 \) to facilitate the adaptive approach of the polygon to the object boundary. Figure 4 shows the procedure of curve initialization by alpha shape and final evolved contour.

![Figure 3. Particles Positions Distributed](image1)

![Figure 4. Evolution after Alpha Shape](image2)

### 3.4. C-V Guide Information

To segment accurately under a cluttered environment, prior knowledge is used in guiding the curve evolution. Shape prior is introduced to the level set representation for object extraction under the occlusion condition [17-18]. The implicit premise is that the contour can be segmented well. In a cluttered environment, the target edge blends with the background pixels. Thus, the contour is deformed severely and discriminated from the prior shape. Thus, even when the shape prior is used to guide the object segmentation, the result will be different from the target contour because of image force. According to Equation (5), the curve definition is the entire image, \( C_1 \) and \( C_2 \) will also be in the image. The curve will be global minimized by the energy function with the homogeneous region. However, the global region contains many interference factors, and the values of \( C_1 \) and \( C_2 \) change dynamically at each iteration. The segmentation performance relies on the accuracy of \( C_1 \)
and $C_3$. Thus, the static average of the limitation region is used to compute the average value instead of $C_1$ and $C_2$. The determined values of $C_1$ and $C_2$ can improve the object contour. Figure 5 shows a schematic diagram of the limitation region, where $C_1$ is the average value of the local contour, and $C_2$ is the average value that is twice that of the contour excluding the local contour.

![Figure 5. Schematic Diagram of Limitation Region](image)

### 3.5. Likelihood with Multiple Cues

The classical C-V model results in a significant amount of redundant contours. In this case, the target may undergo splitting and merging. Thus, the choice for the most similar target contours is based on the fusion of multiple cues. Many features, such as mean value, phi-based histogram and contour and velocity vector, are used to compute the mixture likelihood. First, we use the Hausdorff distance to measure the similarity between the current contour and the object contour.

$$D(A, B) = \max(h(A, B), h(B, A))$$ (11)

Where $h(A, B) = \max_{a \in A, b \in B} \min ||a - b||$ and $h(B, A) = \max_{b \in B, a \in A} \min ||b - a||$. See literature [19] for details.

The contour likelihood can be defined as follows:

$$L_{contour}(y_{contour} | x) \propto \exp\left(-\frac{D(C_{can}, C_{obj})}{2\sigma_C^2}\right)$$ (12)

Where $C_{can}$ and $C_{obj}$ denote the candidate contour and the object contour, respectively. The mean value and phi-based histogram are computed using the candidate contour. Inspired by the principle of kernel, we use the signed distance function (SDF) instead of kernel distance to reduce the influence of the boundary pixels, as a contour can take any shape, and the calculation of kernel distance is inconvenient. After integrating the SDF into each pixel using Equation (13), we compute the mean value likelihood and histogram likelihood using Equations 14 and 15.

$$u_0(x, y) = u_0(x, y) \ast \exp(\phi(x, y))$$ (13)

$$L_{mean}(y_{mean} | x) \propto \exp\left(-\frac{C_1^2}{2\sigma_{mean}^2}\right)$$ (14)

where $C_1 = \text{mean}(u_1(x, y))$, in which $u_1(x, y)$ is the inside contour.
Where $\rho$ is the Bhattacharyya coefficient of the histogram.

When the target merges into the similarity background and cannot be discriminated, the target and the background are tracked as a whole. However, when the target goes out of the background, it undergoes splitting from the background. The velocity vector is used to detect splitting and to track the target. The mixture region expands as the target splits from the background. The orientation of target splitting can be determined using the expansion region of the target. Once the mixture region is split by more than two targets, splitting detection occurs in all current contours that intersect previous contours. The sub-target velocity vector is filtered via mean smoothing with previous vectors. This vector is used to compute the similarity with the target object.

\[
L_{\text{velocity}}(y_t|x) \propto \exp \left(\text{sign}(\vec{v} \cdot \overline{m_t}) \ast \exp \left(-\frac{\vec{v} \cdot \overline{m_t}}{2\sigma_v^2}\right)\right)
\]  

(16)

Where $\vec{v}$ is the current velocity vector, and $\overline{m_t}$ is the average value of the previous $N$ velocity vector.

By combining the velocity vector likelihood with the three likelihoods above using Equation (17), the final likelihood can be obtained, and the target can be determined using the max likelihood.

\[
L(y_t|x_t) = L_{\text{contour}} \ast L_{\text{velocity}} \ast L_{\text{hist}} \ast L_{\text{mean}}
\]  

(17)

3.6. Contour-Based Particle Resampling

Conventional resampling algorithms, such as systematic resampling or sampling importance resampling, impose negative influence when the feature is not discriminated. Resampling only emphasizes on particle weight and does not consider other useful information, such as the allocation, scattering, and shape of the object. Occasionally, the particle with low weight may be more important than that with high weight. Inspired by the work that constructed on-class classification, we attempt to model one class of objects and distinguish it from other possible outliers [20]. The contour is used to distinguish the target particles inside the contour from the outlier particles outside the contour (Figure 6). To improve the diversity of the discrete particles, the non-parameter-based Parzen density estimator is adopted in estimating the continue state distribution of target particles [21].

\[
p_N(x) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{h_N^N} K\left(\frac{x - x_i}{h_N^N}\right)
\]  

(18)

Where $N$ is the sample number, $K$ is the kernel function and $h_N^N$ is the bandwidth.

In Equation (18), a general kernel approach instead of the Dirac delta kernel approach is used to approximate effectively the posterior distribution. Stratified resampling method is used to resample particles from the continuous state space as well as to prevent particle impoverishment.
Figure 6. Classification by Contour

4. Experiment and Discussion

The proposed method is applied to track objects in a complex environment. Standard particle filters and CamShift algorithms in real digital video with 760 frames are used in the contrast experiments. The results highlight the superior performance of the proposed algorithm. In the experiment, all the values of the feature space are normalized into the closed interval \([0, 511]\). The key parameters are as follows: number of particles \(N_p = 150\), histogram bins \(D = 512\), region coefficient \(\lambda_1 = \lambda_2 = 1\), length coefficient \(\mu = 1\) and iterate number \(\text{iter} = 200\). We compare the algorithm location (AT) with the manually labeled 'ground truth' (GT) locations of the object. The following parameters for performance measurement are defined.

- \(\text{err}(t)\) represents the Euclidean distance and is equal to \(\| GT(t) - AT(t) \|_2\) where \(t\) is time, and \(GT(t)\) and \(AT(t)\) are the location coordinate vectors that correspond to \(t\).

- \(\overline{Q}\) represents the average error distance and is equal to \(\frac{1}{N} \sum_{t=1}^{N} \text{err}(t)\), where \(N\) is the number of successfully tracked frames.

- \(R_{\text{success}}\) denotes the total number of frames divided by the number of successfully tracked frames.

- \(N_{\text{loss}}\) denotes the number of frames that cannot be tracked.

The low resolution of video data (320*240), the small size of the helicopter being tracked and the dramatic motion of the camera make the tracking difficult. The video sequence is a complex environment for object tracking in two aspects. First, no appropriate features, such as color, edge and/or texture, can distinguish the helicopter from the trees in the background. Second, the helicopter keeps floating over certain positions for many times. All floating movements last for a non-trivial duration, thus making the dynamics of motion useless. For example, when the helicopter emerges from the cluttered leaves, it floats in front of a background clutter and then slowly moves away after 40 frames.

From the 200th frame to the 250th frame, the image is zoomed gradually, thus changing the scale. The particle filter, as well as the CamShift and the proposed algorithm, is naturally able to deal with scale changes. In the CamShift algorithm, the rectangle region of the initial object is small; otherwise, tracking diverges and enlarges the region. In this case, many background pixels influence the peak probability of BP. Upon entering the clutter leaves, the CamShift tracker gets stuck on the local optimum; the tracking region then loses the real object after much iteration (Figure 7). The peak of the probability distribution of BP does not involve color composition, thus resulting in the departure of the target object. The PF method is influenced by a cluttered environment in which the particles are spreading, but it does not lose the target object. Figure 8 shows the discriminable features enhanced from the 269th frame to the 302th frame, where the particles converge again around the...
centre of the target object after a few frames. Then, the tracker enters the leaves from the top and emerges from the bottom of the tree. The particle filter loses the target object under poor background conditions. Figure 9 shows the procedure on how the particles lose the target because of the simple sampling mechanism. Particles with high weight are chosen for state estimation, but they may be useless in a cluttered background that is not in the object region, and vice versa. When the tracker leaves the background region, it encounters the same static background. Thus, the object merges into the background. Our tracker treats the object and the background as a whole. When the tracker emerges from the same static background, the region widens and splits into two. Figure 10 shows the splitting procedure. Our tracker can recognize and determine the object well with velocity likelihood.

The comparable curve is plotted after tracing all the frames. Figures 11 and 12 show the x-coordinate and y-coordinate curves, respectively. Figure 13 shows the Euclidean distance error curve of the three methods. Figures 11 and 12 show four lines corresponding to the ground truth, particle filter-geometric active contour (pf-gac), particle filter, and CamShift. The thick solid lines, which are referred to as ‘lost’ and correspond to pf and CamShift, indicate the frames that cannot be tracked. The abnormal error position is represented by the symbols e1, e2, ..., e6. The symbols in Figure 13 are used to compare the abnormal and normal errors. In Figure 13, position e6 caused by the splitting of the particle from the background corresponds to the significant change in the x-coordinate in Figure 11 and the procedure in Figure 10. The positions e1 to e5 are caused by the inner color block splitting, as shown in Figure 14. This splitting is generated by the changes in pose and illumination as well as other reasons. Table 1 shows the tracking performance of the aforementioned methods. The pf-gac incurs the smallest average error and highest success ratio among the three methods. Thus, the pf-gac is more robust than the other two methods in a cluttered environment.

![Figure 7. CamShift Tracking Procedure](image-url)
Figure 8. Tracking Procedure of Particle Filter until Converge Again

Figure 9. Tracking Procedure of Particle Filter until Lost
Figure 10. Object Splitting from Background

Figure 11. x Coordinate Position

Table 1. Comparable Performance of Different Algorithms

<table>
<thead>
<tr>
<th>method</th>
<th>$\bar{Q}$</th>
<th>$N_{fixx}$</th>
<th>$R_{surreal}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pf-gac</td>
<td>1.3653</td>
<td>6</td>
<td>99.21%</td>
</tr>
<tr>
<td>pf</td>
<td>4.9763</td>
<td>265</td>
<td>65.13%</td>
</tr>
<tr>
<td>camshift</td>
<td>5.2028</td>
<td>507</td>
<td>33.23%</td>
</tr>
</tbody>
</table>
5. Conclusion

In this study, we proposed a novel robust object tracking algorithm called ‘MutFilter’. Based on mutualism, this algorithm combines the use of the particle filter and the geometric active contour. MutFilter solves the curve initialization guess contour for active contour by weighted particles using the alpha shape method. It facilitates the approach of the initial...
contour to the real shape, thus making the curve evolution highly accurate and less time consuming, especially under scale changes and partial occlusion. We used the evolved curve contour to classify the particles, thus allowing the better representation of the target position by the useful particles than by the weight particles. We also employed the non-parameter-based resampling method to sample the particles and to improve diversity. The proposed algorithm combines the robustness of the particle filter with the flexibility of the active contour to improve the object state estimation. In this paper, we presented the detailed analyses and discussed the experiment procedure. The experimental results show that the proposed algorithm is highly robust in a cluttered environment.
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