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Abstract 

Vector magnitude calculation is significant in the QR-algorithm by Coordinate 

Rotation Digital Computer (CORDIC), which is increasingly used in adaptive 

applications. However, its hardware implementation is extremely difficult. In this paper, a 

fixed point CORDIC system is constructed to compute the magnitude of a vector by using 

Model-Based Design. The simulation results show that the proposed method of CORDIC 

vector magnitude calculator is not only simple in structure and easy to implement, and 

can improve the speed of operation with good scalability. 
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1. Introduction 

CORDIC was originally presented by Jack E. Volder for the computation of 

trigonometric functions, multiplication and division in 1959 [1]. In 1971, Walther unified 

the circular system, linear system and hyperbolic system to an iterative equation, and 

proposed the algorithm of CORDIC [2]. In these years, not only a wide variety of 

applications of CORDIC have emerged, but also a lot of progress has been made in the 

field of algorithm design and development of architectures for hardware solutions to those 

applications. 

The algorithm of CORDIC is widely used for efficient and low-cost implementation of 

a large class of applications, which include the generation of trigonometric, logarithmic 

and transcendental elementary functions; complex number multiplication, eigenvalue 

computation, matrix inversion, solution of linear systems and singular value 

decomposition  for signal processing[3]. In a broad way, the algorithm of CORDIC is a 

kind of mathematical calculation method. It can be decomposed into a series of addition 

and subtraction and shift operations, so it is very suitable for hardware implementation. 

One significant application of CORDIC vector magnitude calculations is the QR-

algorithm, and the hardware implementation of QR is a triangular array, and requires that 

an incoming vector is subject to rotation. These rotations are performed by a subset of 

cells within a QR array, and the angle of rotation is computed by CORDIC. 

Although, the computation of vector magnitude is simplified by CORDIC in the QR-

algorithm, however, the model of the algorithm is still a very complicated process. With 

the development of electronic technology, the concept of design is also developing rapidly. 

The method of Model-Based Design (MBD) [4-6] is a kind concept of system level 

design. In the MBD, a system model is at the center of the development process, from 

requirements development, through design, implementation, and testing. This method is 

more competent for the modeling and implementation of complex algorithms and is used 

in much motion control, industrial equipment, aerospace, and automotive applications. 

The remainder of this paper is structured as follows. In Section 2, the principles of 

CORDIC operation are discussed, which are included the elementary ideas from 

coordinate transformation to rotation mode and vectoring mode. Realization architectures 

of CORDIC algorithms are expounded also in Section 2. In Section 3, the method of 
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Model-Based Design is introduced. A fixed point CORDIC system is constructed to 

compute the magnitude of a vector in Section 4.  Finally, concluding remarks are drawn in 

Section 5. 
 

2. The Basic Principle of CORDIC 

In this Section, the basic principle of CORDIC is discussed and presented its iterative 

algorithm for different operating modes. At the end of this Section, the hardware 

implementation architecture of the three CORDIC algorithms is introduced. 
 

2.1. Rotating Mode 

As shown in Figure 1, the rotation of a two-dimensional vector [ , ]
P P

P x y  through 

an angle , to obtain a rotated vector [ , ]
Q Q

Q x y  could be performed by the matrix 

product Q W P , where W is the rotation matrix: 

c o s s in

s in c o s
W

 

 

 
  
 

                                                        (1) 

By factoring out the cosine term in (1), Q  can be rewritten as 

c o s ( ta n )

c o s ( ta n )

Q P P

Q P P

x x y

y y x

 

 

 


 

                                                   (2) 

It can be seen that c o s   is just a length factor of the vector. If we now drop the c o s   

term, as shown in Figure 2, then we have a pseudo-rotation [7]. Note that we have no 

mathematical justification for dropping the c o s  term. We drop it for convenience of 

implementation, and R can be rewritten as 

ta n

ta n

R P P

R P P

x x y

y y x





 


 

                                                            (3) 



( , )P PP x y

( , )Q QQ x y

X

Y
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

P

Q

X
O

R

Y

 

Figure 1. Rotation of Vector              Figure 2. Pseudo-rotation of Vector 

For pseudo-rotation, CORDIC performs   by a certain number of micro-rotations 

through angle
i

 , where  
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1

0

N

i i

i

  





  , and 1
i

                                                       (4) 

in this way, a rotation is decomposed into a series of micro-rotations. The vector in 

iteration i  is rotated by some angle 
i

  and the next rotation is made by an angle 
i

  

that brings the vector to new angle
1i




, then: 

1

1

ta n

ta n

i i i i

i i i i

x x y

y y x









 


 

                                                                    (5) 

To avoid multiplication in computing, the 
i

  is set as: 

1
ta n ( 2 )

i

i i
d

 
                                                                     (6) 

Where  1, 1
i

d   , then (5) can be rewritten as 

1

1

2

2

i

i i i i

i

i i i i

x x d y

y y d x









  


 

                                                                    (7) 

It can be seen that every time the micro rotation only need to add, subtract and shift 

operation. At this stage we introduce a third equation called the angle accumulator, which 

is used to keep track of the accumulative angle rotated at each iteration: 

1

1
ta n 2

i

i i i
z z d

 


                                                               (8) 

At this point, the iterative equation of the circular system of CORDIC can be expressed 

as: 

1

1

1

1
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2
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i

i i i i
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i i i i
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i i i
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y y d x
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  and 
fo r  p o s i t iv e  ro ta t io n

fo r  n e g a tiv e  ro ta t

1 0

0 i n1 o

i

i

i

z
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z
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                 (9) 

After n ( n   ) rotation, the final result is 

0 0 0 0

0 0 0 0

1
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                                                    (10) 

Where n   , 1 .6 4 6 7 6 0 2 5 8
n

A  . If 
0

1
n

x A  and 
0

0y  ,
0

z is the target rotation 

angle, the sine and cosine functions of rotating angle can be obtained by iterative 

according to (11).  
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The sine function of rotating angle can be implemented with 12 bit fixed-point by the 

algorithm of CORDIC, and simulation results are shown in Figure 3 and Figure 4. 

 

 

Figure 3. The sin Function by CORDIC, Iteration Number N=4 

 

Figure 4.  The sin Function by CORDIC, Iteration Number N=10 

2.2. Vectoring Mode 

In vectoring mode, the CORDIC algorithm is mainly used to realize the conversion of 

rectangular coordinates to polar coordinates [8]. In rotation mode, we drive x towards 0, 

but we drive y towards 0 in vectoring mode. In order to achieve this goal, the direction of 

rotation is determined by y symbol in the process of iteration and the initial vector rotation 

to the positive axis of X finally. The diagram of vector rotation is shown in Figure 5, and 

the corresponding iterative equation is defined as 

1
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Figure 5. The Diagram of Vector Rotation 

After n ( n   ) rotation, the final result is 
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                                                             (13) 

Based on expression (13), if  x is used for the real part of the complex, and y is used for 

the imaginary part of the complex, then the modulus of a complex number can be 

calculated. 

 

2.3. The Hardware Structure of CORDIC 

The hardware structure of the basic CORDIC unit can be derived from (9) and (12), 

and it is shown in Figure 6. It can be seen that the basic unit consists of three adder, one 

LUT and two shift register from Figure 6, which is the advantage of CORDIC. 
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(a) The Unit of Rotating Mode                     (b) The Unit of Vectoring Mode 

Figure 6. The Processing Unit of Circular System of CORDIC 
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Since iterative processing units are the basic same, just shift amount and storage angle 

are different, so three hardware implementation architecture of CORDIC can be 

generalized, which include serial structure, parallel structure and parallel pipeline 

structure [9-10]. Three kinds of structure are illustrated in Figure 7. 

 

CORDIC

UNIT
INPUT

x0,  y0,  z0

xi,  yi,  zi feedback

OUTPUT

xi+1,  yi+1,  zi+1
 

(a) Serial Structure 

CORDIC

UNIT

x0  

y0 

z0

CORDIC

UNIT

CORDIC

UNIT

xn 

yn  

zn 

i=0 i=1 i=N-1

 

(b) Parallel Structure 

CORDIC

UNIT

x0  

y0 

z0

CORDIC

UNIT

CORDIC

UNIT

xn 

yn  

zn 

i=0 i=1 i=N-1

Register Register Register

Pipeline Register

(c) Parallel Pipeline Structure 

Figure 7. Three Hardware Implementation Architecture of CORDIC 

The ideal CORDIC architecture depends on speed and area tradeoffs in the intended 

application. Alternative implementation options will be presented, and the cost and 

performance tradeoffs highlighted. In the serial structure, all CORDIC iterations 

performed using a single cell. This structure has the advantage of expanding fewer 

resources, but the timing control is complex and the processing speed of the system is low. 

The parallel structure is an array of cells, and it is an extension of the serial structure. The 

resource consumption of parallel structure is significantly increased, but the processing 

speed of the system is relatively fast. In order to improve the processing speed and to 

shorten the critical path, the pipeline register is added in the parallel structure, which is 

called parallel pipeline structure. Therefore, pipeline parallel structure has the fastest 

processing speed with consuming more resources. 

 

3. The Introduction of Model-Based Design 

With the improvement of the safety and reliability of the electronic products, the code 

amount of FPGA and embedded system is a trend of explosive growth. However, the 

development of the work flow in the initial form of artificial hand written code, and it has 

become increasingly unable to adapt to the millions of lines of code level complex system 

development. Therefore, the concept of MBD has been proposed [11]. 

MBD workflow is shown in Figure 8. The boxes represent different stages of design. 

The vertical arrows represent different stages of evolution. The right side of the curved 
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arrow indicates the verification and validation process. With use of MBD related tools, it 

can ensure correct evolution in the design stage by continuous testing and verification in 

the evolution process. 
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Figure 8. The Workflow Based on MBD 

In a typical design flow a clean architectural idea cannot be captured as the engineer 

might hope, since the implementation intrudes into the design. This mixture of 

architecture and implementation has a particularly undesirable impact on portability, since 

the implementation detailed for one FPGA family will differ from those of another family. 

Even within speed-grades of the same FPGA family different pipelining will be required 

to meet the same clock frequency. Maintainability is reduced too, and this can dilute the 

benefits of an integrated tool flow. 

System Generator is the development tool based on MBD, it is not independent 

software, but embedded in Simulink. The tool will automatically generate hardware 

description language (HDL) code, which is mapped to the FPGA device and the workflow 

is shown in Figure 9. Therefore, the designer can define a model representation of the 

system level design, and it is easy to convert the model design into a gate level 

representation. 
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Figure 9. The Workflow based on System Generator 

4. The Design of CORDIC Vector Magnitude Calculator 

 One significant application of CORDIC vector magnitude calculations is the QR-

algorithm, which is increasingly used in adaptive applications. In this section we will 

design and verify a fixed point CORDIC system to compute the magnitude of a vector to 

a desired accuracy. For the purposes of this example, a modest level of precision is 

specified using MBD, but bear in mind that far greater accuracy is required for many 

practical applications. 

The ideal outcome is to achieve the desired level of accuracy with the least hardware 

cost, and therefore knowledge of the precision offered by combinations of method is 

important. The magnitude of a vector can be computed by CORDIC. 

2 2
v x y                                                                            (14) 

It is important to consider the accuracy of the CORDIC algorithm when computing v  . 

The appropriate parameters choose must be provided for a desired accuracy. However, the 

precision of a CORDIC calculation depends on two factors: the number of fractional bits, 

and the number of iterations. To compute the magnitude of a vector, CORDIC is used in 

the circular coordinate system and in vectoring mode. When calculating vector magnitude, 

the y output is expected to approach 0 and is not required. The z data path is not needed 

either. 

The x output will then generate the following result: 

2 2

n
x K x y                                                                             (15) 
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Clearly the scaling factor 
n

K  must be removed. This can be achieved by multiplying 

the x output by 1
n

K . The value of 
n

K  is dependent on the number of iterations which is 

known before hand and thus can be pre-computed according to: 

1

2

0

1 2

n

i

n

i

K







                                                                           (16) 

The CORDIC algorithm is designed by System Generator, which compute vector 

magnitude with an accuracy of 10 effective fractional bits. It is assumed that the x and y 

inputs are constrained to 0 .5 , and the system model diagram is shown in Figure 10. The 

upper half of the whole model is floating point model, and the value of vector magnitude 

floating point is 0.3126. The lower half of the whole model is the fixed point model, and 

six processing unit is used to constitute a parallel structure for computing vector 

magnitude. The value of vector magnitude fixed point is 0.3124, and the comparison 

result of the floating point and fixed point is shown in Figure 11. 
 

 

Figure 10. The Computing Model of Vector Magnitude by System Generator 

 

Figure 11. The Comparison Result of the Floating Point and Fixed Point 

5. Conclusion 

This paper completed the calculation of the vector magnitude using the CORDIC 

algorithm with MBD. In the MBD, users can complete a suitable design which could 

generate high reliability code for specification. The whole workflow of design starts from 

algorithm to realization can be done without written any hardware and software code. The 
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results of the simulation show that the design of the fixed point is very close to the 

floating point design. This innovative design ideas and development process is not only 

the new trend of workflow, but also improves the efficiency and security of the generated 

code. In addition, this design process ensures that the design performance meets different 

requirements. It is suggested as a new design solution, which is particularly suitable for 

embedded hardware development. Therefore, MBD will become a new trend in the 

development of FPGA. 
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