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Abstract 

Feature dimension reduction is important for speech emotion recognition. The 

classical linear discriminant analysis has been used widely in this field, but the 

best projection separating class from others can’t be obtained with the linear 

discriminant analysis method due to outlier class. To approach this problem, a 

novel distance weighted function based on the linear discriminant analysis is 

introduced, which can improve the separability of sample data and has low 

computational complexity. In order to evaluate the proposed algorithm’s 

performance, some experiments are performed on two speech databases: UCI and 

CASIA. Experimental results on the UCI database demonstrate that the presented 

algorithm has a better performance. Experimental results on CASIA show that the 

proposed algorithm yields an average accuracy of 88.78% in the classification of 

four emotions, revealing that it is a better choice as feature dimension reduction 

for emotion classification than the traditional algorithms. 
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1. Introduction 

The result of speech emotion recognition is significantly affected by the merits of the 

speech emotion feature. One of the key points of speech emotion recognition is how to 

effectively extract the speech features characterizing the emotion state. In general, the 

emotion features can be divided into three types: prosody features, spectral-related 

features and sound quality parameters [1]. These features can be expressed using static 

statistical characteristics such as the mean, variance, maximum, range, etc. Speech 

emotion feature set can provide useful information for emotion discrimination. But some 

features contain little useful information, others are even redundant. Therefore, dimension 

reduction of the speech emotion feature is essential. The calculation amount of following-

up work and the cost of memory are reduced by dimension reduction. In addition, the 

accuracy of emotion recognition can be further improved by eliminating the redundant 

features and the features contain little useful information. Considering the small amount 

of calculation, simpleness and efficiency, linear dimension reduction method is widely 

used. In the field of speech emotion recognition, the most popular linear dimension 

reduction techniques are Principal Component Analysis (PCA) [2-3] and Linear 

Discriminant Analysis (LDA) [4-5], etc [6]. 
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Using PCA dimension reduction, a set of comprehensive variables retaining most 

information of the original samples can be obtained. But the new data with low dimension 

may be suboptimal for classification. Besides, the target dimension is not fixed and is not 

easy to be determined by the algorithm [7]. LDA can effectively extract the features 

containing rich discriminant information [8]. Therefore, it is widely used in the field of 

speech emotion recognition [9-10]. LDA has been first proposed by Fisher in 1936 [11], it 

was only suitable for two-class problems at that time. Subsequently, it has been 

generalized to multi-class problems by Rao [12]. However, outlier class (samples of this 

class are far away from the other class in the distance space) is dominant in optimizing the 

Fisher criterion process of traditional LDA algorithm. As a consequence, the already well-

separated outlier class in original space can get a better classification effect in the new 

projection space. The neighboring classes in original space overlap in the new projection 

space, making it more difficult to be discriminated. To tackle this, Loog et. al., [13]
 
have 

redefined between-class scatter matrix by introducing the weighted distance function, 

presented the weighted pairwise Fisher criterion for multiclass linear dimension reduction. 

Neverthless, the method has the disadvantage of high computation complexity Zhao li et. 

al., [6] have combined the two methods together, using PCA and LDA for dimension 

reduction successively in order to achieve a better performance. However, the amount of 

calculation is large and the time complexity is increased. 

The classical LDA overemphasis the status of the outlier class so that the projection 

obtained is not optimal. In this paper, a new weighted LDA method based on the classical 

LDA is proposed. The method can weaken the influence of the outlier class, thus a 

superior projection can be obtained. Compared with the method of literature [6] and 

literature [13], the introduced method in this paper has small computation complexity and 

lower time complexity. Besides, the proposed method can achieve a better performance 

compared with PCA and classical LDA. 

The rest of the paper is organized as follows: In Section 2, the classical linear 

discriminant analysis algorithm is briefly introduced. The weighted linear discriminant 

analysis method is described in Section 3. The experiment results are presented in Section 

4, and finally in Section 5, a perspective analysis and conclusion are drawn. 

 

2. Linear Discriminant Analysis 

LDA is a supervised dimension reduction method, it attempts to find a linear projection 

which can fully separate class from other classes.  

Given a D-dimension sample X consisting of C classes, the number of each class 

sample is
( 1, 2 , )

i
N i  … , C

and we get the equation:  1 2 C
N N N n   

. 

The between-class scatter matrix B
S

and within-class scatter matrix W
S

are defined as 

follows: 
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Here, i
p

 is the prior probability of class i , i
m

is the mean of i class samples, m is the 

mean of all sample data. 
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Fisher criterion is defined as: 

T

B
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W
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 
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LDA searches for the projection maximizing the Fisher criterion, that is, maximizing 

the between-class scatter while minimizing the within-class scatter. It has been proved 

that eigen decompose the matrix 
1

W B
S S



and then take the d ( 1d C  ) largest 

eigenvectors corresponding to the d eigenvalues to constitute vector sets  , the optimal 

projection can be obtained [11]. Thus, the original D-dimension space can be mapped into 

a new d -dimension subspace by a linear transformation Y X . The new d -

dimension space reserves the majority classify information of the original data. So a 

higher classification accuracy is achieved in the new low-dimension space. 

 

3. Proposed Method 

The classical LDA fails to consider the distance relationship between classes, simply 

assigning the same weight to all classes. So the projection space from LDA may be 

suboptimal for classification. As is shown in Figure 1, class 1 is close to class 2 in the 

distance space, class 3 is located remotely from other classes , known as outlier class [13]. 

The outlier class dominates in optimizing the Fisher criterion process, clearly separated 

from other class as far as possible. And in consequence, the already well-separated outlier 

class in original space can get a better classification effect in the new projection space. 

The neighboring classes in original space overlap in the new projection space and are not 

easier to be discriminated. However, classification accuracy is greatly affected by the 

separability of neighboring classes. So, the projection obtained with LDA may be 

suboptimal. 

 

 

Figure 1. Two Different Projections 

The weighted function has been proposed to act as the penalty for the variance in the 

case of non-uniform distribution of data. Namely, to achieve a better effect for a dataset, 

the elements which have a large contribution to the result are given a high weight to 
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emphasize the impact, the ones that have little contribution to the result are imparted low 

weight. 

For the above-mentioned problems of classical LDA, literature [13] has introduced the 

concept of weighted function and redefined the between-class scatter. The method tried to 

undermine the dominant role of the outlier class in the process of calculating projection 

and increase the contribution of neighboring classes. The effectiveness and efficiency 

were verified through theoretical analysis and experiment in the literature. 

In this paper, the outlier class is given low weight and the neighboring classes are 

assigned to high weights in the weighted between-class scatter formula. Thus, the weight 

is just inversely proportional to the distance. A higher classification accuracy is expected 

to obtain. 

Euclidean distance and Manhattan distance are generally used for the distance 

calculation. Manhattan distance measures the distance between two points along axes at 

right angles, so it is not suitable for use in this case. Euclidean distance calculates the 

linear distance between two points, which characterizes the degree of sample similarity 

between classes in some extent. So the Euclidean distance is adopted in this paper. The 

between-class scatter matrix is defined as follows:  

1

( ) ( )
TC

i i i

B

i i

p m m m m
S

d

 
 

                                                  (6) 

Here, i
d

 is the Euclidean distance between i
m

(the mean of i class samples) and 
m (the mean of all samples), also called 2-norm.  

2
| | | |

i i
d m m 

                                                                  (7) 

Eigenvalue decompose the matrix
1

W B
S S



. Then fetch the d ( 1d C  ) largest 

eigenvectors corresponding to the d  eigenvalues to constitute vector sets  , the optimal 

projection is got. 

Classical LDA overemphasizes the influence of the outlier class, making the obtained 

projection suboptimal. In this paper, the outlier class is divided by a long distance to 

weaken the dominant role, neighboring classes are divided by a small distance to enhance 

their status, with the aim to get a projection which has a better classification effect. 

Obviously, this method tries to overcome the defect of the classical LDA, it is effective 

and can get better classification results than the classical LDA. 

Weighted Euclidean distance calculation method put forward in this paper can 

effectively reflect the similarity of sample points. Compared with the classical LDA, the 

time complexity of this method is slightly increased, but in exchange for a better 

classification projection direction. Eventually, we can achieve higher classification 

accuracy. 

 

4. Experimental Results and Analysis 

In order to evaluate the validity and universality of the proposed method, the 

experiment is conducted on two datasets: UCI dataset [14] and CASIA Chinese emotional 

speech database [15]. The experiment is run on Matlab R2010a, the hardware platform is 

a desktop with 2G memory, the operating system is Windows XP Professional Edition. 
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4.1.  Experiment on UCI Dataset 

Six kinds of datasets are selected from the classical UCI standard datasets to verify the 

effectiveness and universality of the proposed method. The number of attributes of the six 

datasets differs and the relevant information is listed in Table 1. 

Table 1. Basic Information of the Datasets 

Name of datasets 
Number of 

samples 

Number of 

attributes 

Number of 

classes 

Iris 

Wine 

Red Wine Quality 

White Wine Quality 

Sonar 

Dermatology 

150 

178 

1600 

4898 

208 

366 

4 

13 

12 

12 

60 

33 

3 

3 

10 

10 

2 

6 

Reduce the dimension of the data with the weighted LDA, PCA and LDA for 

comparison. The low-dimensional data are as input for the classifier, then the 

classification accuracy acts as the evaluation criterion to access the effect of dimension 

reduction. As the stable performance, strong anti-interference and easy promotion, 

support vector machine(SVM) is applied to compare the effects of the three dimension 

reduction methods. To obtain stable results, 10-fold cross-validation is used. The 

experiment results are shown in Table 2. 

Table 2. Accuracy of Three Methods 

datasets\method PCA LDA weightedLDA 

iris 85.3% 90.5% 91.2% 

wine 93.5% 97.1% 98.5% 

Red Wine Quality 54.9% 58.3% 58.9% 

White Wine Quality 45.5% 48.8% 49.8% 

sonar 71.7% 86.8% 87.9% 

Dermatology 78.6% 83.3% 84.1% 

On the six UCI datasets, classical LDA brings about a higher accuracy rate than PCA, 

the highest accuracy rate increases by 15%. Weighed LDA is even better than the 

classical LDA, the accuracy rate increases about 1% (Table 2). Experimental results show 

that compared with PCA and classical LDA, the method in this paper is better, 

demonstrating the effectiveness of the method. 
 

4.2. Experiment on CASIA Chinese Emotional Speech Database 

The experiment is carried out with the CASIA Chinese emotional speech database. 

Four professional speakers (two men and two women) read the 50 well-selected corpus in 

six emotions (angry, happy, neutral, sad, fear, surprise), 1200 emotional speeches are got. 

The pure recording environment is made available to the signal to noise ratio of about 

35db. Sampling rate is 16000HZ and the sampled speech data is stored in 16bit pcm 

format. Four kinds of emotional (angry, happy, neutral, sad) speeches, including 800 

speeches in total are chosen as experimental data. 
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First, we extract the features of the emotional speech. The extracted emotional features 

are: pitch frequency, short-term energy, speech speed, first, second, third and fourth 

formants, 0-12 order, first and second order differential of Mel Frequency Cepstral 

Coefficients. These feature values are presented in the global statistical form, including 

maximum, minimum, mean, variance and range, constituting the 225-dimension 

emotional features. 

Then, the weighted LDA is used to reduce the dimension.  At present, the most widely 

used dimension reduction techniques in the field of speech emotion recognition are PCA 

and LDA. So, PCA and LDA are used as comparison in this paper. The low-dimensional 

features are taken as input to the classifier, and the classification accuracy is the 

evaluation criterion to access the effect of dimension reduction. Considering support 

vector machine is commonly used in the field of speech emotion recognition [16-18]. 

Therefore, we adopt SVM classifier as emotional speech recognition algorithm. Repeated 

experiments indicate that the recognition effect is best taking the linear kernel, besides, 

the calculation amount of linear kernel is small. 5-fold cross-validation is performed. 

After dimension reduction with PCA, the emotion recognition accuracy is given in Table 

3.  

Table 3. Recognition Rate for Features Dimension Reduced by PCA 

Test sample 
Recognition result 

angry     happy        neutral        sad accuracy 

angry 40 0 0 0 100% 

happy 3 27 6 2 71.5% 

neutral 1 5 29 3 76.3% 

sad 1 5 4 28 73.7% 

Average accuracy              80.40% 

The average emotion recognition rate reaches 80.4% after dimension reduction with 

PCA. Angry emotion recognition accuracy is 100%.There are several misjudged samples 

in the happy emotional data. Some samples are mistaken for happy emotion in neutral and 

sad emotional data. 

After dimension reduction with LDA, the emotion recognition accuracy is shown 

in Table 4. 

Table 4. Recognition Rate for Features Dimension Reduced by LDA 

Test sample 
Recognition result 

angry     happy        neutral        sad accuracy 

angry 41 0 0 0 100% 

happy 0 34 4 0 89.5% 

neutral 0 1 21 15 55.3% 

sad 0 0 11 28 73.7% 

Average accuracy              79.63% 
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As can be seen from Table 4, after dimension reduction with LDA, angry emotion 

recognition is entirely accurate, there are a few happy emotion class samples are 

misclassified as neutral emotion, neutral emotion and sad emotion are difficult to 

separated from each other and misjudging one for another is frequently occurring.  

After dimension reduction with weighted LDA, the emotion recognition accuracy 

is listed in Table 5. 

Table 5. Recognition Rate for Features Dimension Reduced by Weighted 
LDA 

Test sample 
Recognition result 

angry     happy        neutral        sad accuracy 

angry 38 0 0 0 100% 

happy 1 34 5 0 89.5% 

neutral 0 6 30 1 81.8% 

sad 0 0 6 31 83.8% 

Average accuracy              88.78% 

After dimension reduction with weighted LDA, emotion recognition accuracy rate 

achieves 88.78%. Angry emotion recognition is entirely accurate. There are a few happy 

emotion class samples are misclassified as neutral emotion. The situation that neutral 

emotion and sad emotion are difficult to separated from each other in LDA method 

obviously improves. Only a very small amount of samples are misjudged. 

After using three different dimension reduction methods, the ultimate emotion 

recognition accuracy rate and the number of dimension after reduction are showed in 

Table 6. 

Table 6. Accuracy Rate for Features Dimension Reduced by Three 
Dimension Reduction Methods 

method accuracy dimension after reduction 

PCA 

LDA 

Weighted LDA 

80.40% 

79.63% 

88.78% 

161 

3 

3 

 

After the features dimension reduced with PCA, the recognition accuracy rate is higher 

than that with LDA, but the dimension after reduction is much higher. Obviously, the 

weighted LDA is better than the two mentioned methods and the dimension after 

reduction is low. The data processed with LDA dimension reduction and weighted LDA 

dimension reduction are visualized and presented in the form of scatter plot, shown in 

Figure 2. 
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(a) Dimension reduced by LDA, (b) Dimension reduced by weighted LDA  

Figure 2. Scatter Plot of Dimension Reduced Samples 

In the new projection subspace attained by dimension reduction with LDA, happy 

emotion samples are far away from angry emotion samples, namely, there is a sharp 

boundary between the two classes and a few samples are mistaken. Some overlap occur 

between happy emotion samples and neutral emotion samples, that is, the samples near 

the class boundary are easily misjudged. Some obvious overlap appear between neutral 

samples and sad samples, leading to a bad recognition effect. By contrast, in the new 

projection subspace gained by dimension reduction with weighted LDA, the state of 

happy emotion samples and angry emotion samples is similar with that in LDA. Some 

overlap exist between happy emotion samples and neutral emotion samples. While neutral 

emotion samples and sad emotion samples are much easier to separate from each other. 

Thus, the recognition rate is clearly improved by dimension reduction with weighted LDA. 

 

5. Conclusion 

In this paper, a new distance weighted function with simple calculation is proposed 

based on classical LDA. Effectiveness of the weighted LDA method is validated by the 

experiment conducting on the UCI datasets. Applying the weighted LDA to reduce the 

dimension of speech emotion feature, the higher classification accuracy demonstrates that 

the performance of the proposed method exceeds that of PCA and classical LDA. Finally, 

further comparison demonstrates that the weighted LDA can effectively enhance the 

separability of the overlapping samples. But we just have to point out that we do not 

consider the recognition error rate in defining the weighted function. In the future, we will 

consider defining weight function by introducing the recognition error rate, so a higher 

recognition accuracy rate may be achieved. 
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