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Abstract

Two novel methods for image feature extraction based on fractional differentiation are
presentedn this paper The first method is the feature extraction of fusing rdidéction
CRONE operators. In this method, the fractional differential CRONE mask is generalized to
eight directions at first for extracting image features; then the extracted featurésseatby
the statisticmethodand fused by the gradient ratiso thatthe oulines of the objectsin the
imageare obtained. In order to extract the detédlatureinformationin the image effectively,
the second met hod, t he 0S+ Zfilingewves, ismrdséntech c ombi ne
By introducing the spaefillingcurve s, t he 6S6é curve and the 6Z6 cur
the neighborhood information of image pixels, the diethieatures of the objecs in the
image are obtained. The experimamisults show that our methods can obtain satisfactory
image features.

Kewwords: feature extraction fractional differentiation multi-direction extraction
spacefilling curve

1. Introduction

As an important branch of mathematical analysis, fractional differentiation was presented
almost at the same time with integral orddifedentiation, and can date back to at the
correspondence between LO6H!pital and Leibniz thi
differentiation has been studied by many researchers from difféesve, and the most widely
used definitions are theRiemannLiouville (R-L) fractional differentiation, the
GrumwaldLetnikov (GL) fractional differentiation and the Caputo fractional differentiation
[1]. Astheproposng of fractal theory by Mandelbrot in 1970s [2], fractional differentiation has
been aplied in many subjects, such as mechanics, chemistry, economics, etc., especially in
control theory and robotics.

The researches on the amplitdfdequency characteristics of signals after the processing of
fractional differentiation show that, when thelua of fractional orden is small (0%<1),
fractional differentiation processing can greatly enhance the high frequency components,
reinforce the medium frequency components and nonlinearly keep the low frequency
components of signals [3], which indicatbat fractional differentiation has a wide range of
applications in the field of image processing [4, 5]. The pioneer work of the application of
fractional differentiation in the field of image processing is done by Mathieu et al. who used the
CRONE opertor, a fractional differential operator designed by Oustaloup at the end of 20th
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century, to extract the image edges [6]. Up to now, thdtagttional differentiationhas been
used in the area of image segmentation [7, 8], image denoising [9, 10], inhage@ment [11,
12], etc, it is still in its infancy[13], and is seldom used in the field of image feature extraction.

In this paper, the horizontal mask of the CRONE operator is generalized to eight directions
to extract image features; then the extradieatures aréesed by thestatistic method to
eliminate the ineffective features and fused by the gradient ratibt&infeature results [14,

15]. This extraction method can extract the outlivigthe objecsin the image effectively, and
has a googberformance on the feature extraction of images like head portraits, traffic scenes,
etc. On the other hand, for making full use of the neighborhood information of image pixels, the
6S06 cur ve, -filingkurvaidfracd gesnmetay¢l6], is irdduced. According to the

6S6 curve, the coefficients of f toxanstrucoan a l di ffe
3x3mask for image feature extraction. To avoid of heglecting image features in the direction of

135 degrees when the mask constructecaor di ng t o the 6S6 curve s
constructed according to the 06Z6 <curve, whi ch
combination to extract i mage f eatmaethodsan compr ehei

extract the detafeatureinformation of images effeisely, and can be applied texturefeature
extractionof images.
2. Multi -direction Feature Extraction based on CRONEOperator

2.1.CRONE Operator

For the application of fractional differentiation in the field of image prongsMathieuet
al. developed the CRONE operatol@is

2_ 124 aa o
D*=2a (Vg @ d), 1)
k=0 (;, -
where the spatial operat(ZDfJ represents the difference between thib derivative for

increasing and thelth derivative for decreasingof a trarsitionf(x), his the step sizeyis the
shift operator defined as

qf(¥=f(x #) or g f(3 H(x h. (2)
Using ? Ytoa transitiorf(x) and then weet
D f() =28 3L (x -k A x W, ©

where

sa K
a=(3g peppdladtlaky

For a givenU, a, decreassto zero with the increasing &f that is,theinfluenceof a, onf
(x-kh) andf (x+kh) diminish with the increasing & SoEq. (3) can be approximated wittmite
termsand theCRONEformula is obtained as

D" f(9° LA Alf(x k) A x . @

52 Copyright © 2014 SERSC



International Journal of Signal Processing, Image Processing and Pattern Recognition

Vol. 7, No. 6 (2014)

For the apptation of CRONEformulain imageprocessingthe coefficients of Eq.4) are

arranged as the mask form, as shown in Fig. 1 (a). Sdttihgthe mask size then will be
2m+1.

2.2.Multi -direction Feature Extraction

Generally, theCRONE maskis used toextract image featuresalong thehorizontal and
vertical directionsand theextracedfeaturesare not satisfactory. Therefore, tGRONE mask
is generalized tanulti-directionsto extract featuresAs the initial maskthe CRONE mask

(Figure 1(a)) is rotatd anticlockwise every/8 and masks in eight directions are obtained, as
shown in Figire 1(b).
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(b) Rotating CRONE mask
Figure 1. CRONE Mask

The coefficients of the eight masks are labelefj g@@) k=0, 1, é,nE)l, émiBer e
represents thimcation of the pixel inside each mask, and the corresponding gray values are
denoted as,. The magnitude for eaahaskon the corresponding pixeén be obtained as

2m+1

b, = a_ Gy firs(N) - (5)

It should be pointed out that, there may be no correspgmuixels in the image fahe mask
coefficients when features are extracted along the directibi’®tk=1, 3, 5, 7). To solvethis

problem,we use thdinear interpolatiorof the nearest two pixels to replace the corresponding
pixel, as shown in Fige?2.

Copyright © 2014 SERSC 53



International Journal of Signal Processing, Image Processing and Pattern Recognition
Vol. 7, No. 6 (2014)

\
dM\ d,,
* bl B \ b2 ¢ °
\
:f“,\ d
. . .
al Ay a2
\
\
L] L] o% L] L
@\
\
\
- [ ] [ ] \\ [ L
\
57/8 \
\

Figure 2. Interpolation on the D irection of 5 " /8

As can be seen iRigure 2, pxel O(i, j) is the location of thenask centreA andB are the
pixelsto be interpolated arntie grayvaluesof which can bénterpolaed as

— dal da2
P =g H @) i ),
p(B)=— ) %2 ip) 6)
0,y + a4, +d,

wherea; anda, are the nearest two pixels of pixgld, andd,, arethe distances between them
and pixelA; b; andb, are the nearest two pixels of pixld,; anddy, are the distances between
them and pixeB, respectively.

Figures3 (b) ~ (i) are the feature results of Figusga) extracted by thERONE operator
alongeight directionswhere m=2, U=0.55 It can be seen iffigures 3 (b) ~ (i) thatthere are
some false or unimportant features in the efghatureresuls. Therefore, ariterionis needed
to testthe eightfeature resuttandreject these false or unimgant features

(a) Original image (b) The feature result of O£ (c) The feature result of /8
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\

\ 0
(h) The feature result of 3" /4 (i) The feature result of 7" /8

(9) The feature result of ' /8
Figure 3. Feature Results of CRONE Extraction on Eight Directions

2.3. FeatureTest

Thefeaturesto be tested are assumed as a region with a léagtha widthw and there are
three hypothesd44]:

H,: feature region locates at the middle position bbaogeneous region
H,: feature region locates at the middle position of lwmogeneous regisn
Hs: feature region locates at the middle position of thi@aogeneous regisn

as shown in Figre 4, where D! is the image patch corresponding to the pixels of the
homogeneous regiom; is its number of pixelsD; andD; are the regiomin the image
corresponding to the pixelecated tothe left and right of the longest symmetry axis of the
featurs to be testedy’ andn; are their number of pixels, respectively; is the region in the
image corresponding to the pixels of the feattmée tested)s andD; are the regiogin the
image corresponding to the pixelthe left and right of the featusto be testedy;, ni, andng

are their number of pixelsespectively.
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Figure 4. Test M ask

By selecting the perpendicular éation of the extraction direction as the test direction and
tracking the features along the test direction, the length and location fefthee regiorare
determinedThe log likelihood functionsf the test hypothes Hy, H, andH; can be written as
[15]

h

logL(H,)= -~ rlog(s!\2p),

N

nsr + el

= AfloglsN2p) i log( $V2 )

logL(H,)=

s+ sr s|
ogL(H,)= 2% rlogiV2A) N log( $2 JoniHlog( SN2

(7)
oel oer oOs

wheredl], &5, &', 03, &5 and( are the parameter estimates of the standard desatidghe
correspondingegiors, respectivelyDefinethe tesstatistics as

U (s) =max{log L(H,),logL(H, ),logL H, )}. (8)

If U(s)=logL(H,), thenthe featurs to be testedare considered as false or unimportant
features andshouldbe rejected.

Figures 5 (a) ~ (h) are the testing resultstaf eighfeatureresulsin Figure 3. It can be seen
in Figure5 thatthe features on thmaindirections areletected

\\

|\ | ] . \ )
(a) The testing result of "/2  (b) The testing result of 5" /8 (c) The testing result of 3" /4
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(g) The testing result of “/4  (h) The testing result of 3" /8
Figure 5. Tes ting Results of t he Eight Feature Results in Figure 3

2.4.Feature Fusion

How to fuse the eigtfeature resultafterbeingtested? The simplest fusion method is based
onthe6 OR 6 c¢ uthasarsihodcomingf fusing all featureswithout choice.To avoid this
shortcoming, the fusion method based on the distribution of gradient ratio is employed to fuse
the eight feature results afteeingtesed The gradientgy on the eight directions &8 (k=0,
1,2é, 7) of the origidbal i mage can be calcul at e

9 =C *A, (9)

whereA=[-1, 0, 1] is the gradientmask,C is the vector consisted of three gray values of the
corresponding pixel.

Then the final featureesultl is obtained by fusinfeatures in the eiglieatureresuls after
being tesed

l=8ar, 16, (10)
k=0
where
= .Zi , (11)
a %
k=0

are the gradient ratioly, arethetestresultsof by in section 2.2Figure6 is thefusion resulbf
Figures 5 (a) ~ (h)and the outlingof theobjects in tie imagecan le seerclearly.
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Figure 6. The Fusion Result of Figures 5 (a) ~ (h)

The abovementioned extraction methasl now employed textract features of theraffic
sceneas shown in Figre7 (a) Figure7 (b)is thefeatureextraction result.

/ 5 o b » s
(a)Original image (b) The feature extraction result

Figure 7. The Extraction Result of the Traffic Scene

It can be seen ifrigure 7 (b) thatthe major featuresof the scene such as vehicle, road
marking, etc., arextraced, but the detaifeatures such as theusnumberare obscure The
main reasonfor this shortcomingis thatthe above methodbreaksthe continuity of the
neighborhood informatiorof image pixels in the process feature extracton, and thus
weakensthe ability to extracthe detail feature of the image. In order to overcomesth
disadvantaget h e @@acttbd methods presented with a full use of the neighborhood
information of image pixels.

3. CRONE Operator based’ S +Ektraction Method
3.1.© SCurve basedNew M ask

A curve covering all points in a plane-repeatedlys known aghespactfilling curveinthe
fractal geometrywhich s self-similar and can conveD planeand1D curveinto each other
The6 S 6 ,aushowmrin Figurg, is the basic part of the clasBeano spachlling curve [16]
and carpass all pointgé a planecontinuouslyand nerepeatedly.

The3x3 maskis usuallyused foimage feature extractidior two rea®ns. Oneis the center
pointin a maskof this sizecanbe determineds thepoint o beextraced convenientlyThe
otheris theinformationof all points in theeight neighborhoagiof the pointextraced can be
used efficiently to educethe extraction errarThe 3x3 maskconstructed by rearrangiribe
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coefficients othe CRONE maslacwording to thed Sidrve is called thé S 6
Figure9, wherea, (k=1, 2, 3,4) is the coefficientsf the maskAccording to the construction of

t h 8dcudve this new mask can beonvertedo the horizontal CRONE maghversely.

-
-

Figureéwe o

The feature results ¢figures 3 (a) and 7 (agxtracted by thé S 6  aneasbown irFigures
10 (a) andll (a), wherem=4 andU=0.55 Under the same conditionthe featursextracted by
themulti-direction CRONEextraction are shown iRigures 10(b) and11 (b), respectivelylt
ma s k

—ad, —a; —614

-a, 0 +a,

+a, +a, +a,
Figure 9. NewMa sk based

Curve

can be seen iRigures 10 and 1thatthere are moréine features extracteloly thed S 6

extracted bythe multi-direction CRONEextraction The busnumber § clearly seen as 242 in
Figurell(a) However, the extraction of tileS 6 masiaspkor performance in the direction of

135 degrees, as shownFigure 10(a).

)
(@) Featurese xt r act ed

Figure 10. Feature E xtraction Results of Fig ure 3(a)

(@) Featurese xt r act ed

Figure 11. Fe ature Extraction Results of Figure
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3.2.The Improvement ofthe* SMask

With the combination of thborizontal mask and the vertical mask, ttwmplementar
masksthe CRONE maskxtracsimage feature efficiently. Similarlywe will look for a mask
complementaryo the6 S 6 wsasdther part ofhe Peano curveZddurveis symmetricto
t h e O SThe direction gapsf both curves are complementaBp as thecomplementary
maskof thed S & , tha mask based on tlibcurveis constructed, as shown in Fig. 12, to

solve theproblem that thdeature extraction abilitpf thed S 6 s avesakin a particular
direction

—

+[114 +d +a
—a, 0 +a,
-a, —a, -a,

Figure B3k ®bhaAa&eMd O©unwvet he 062Z6

The featurs extracted by thed S6 amlth&«6 Z 6 wrra sldnoted a&s and G,

respectively. Théeatures GsandG, are fused anthe featuree x t r a c t 8+ bnya st kh ea rée
then obtained as

| =|G,| 1G,. (12)

Thefeatues of Figures3 (a) and 7 (a¢ x t r ac t B+ brya stkh ea rBigureddy own i n
wherem=4 andU=0.55 It can be seen that the featsiextracted by h $+266 ma snorea r e
comprehensivéhan by thed S .ma s k

Figure 13. Feature s of Figures 3 extracted by

4. Experimental Analysis

The multi-direction CRONEe x t r act i dSmZ0extractionareh appliell to extr
features of images suchlasad portrajiadder lane and brick, respectively, as shown inufeg
14.

In Figure 14, (al), (b1), (c1) and (d1) attee featureresults of themulti-direction CRONE
extractionwith U=0.55andmask lengthis 5; (a2), (b2), (c2) and (d2) atkefeatureresults of
the é8+Zbextractionwith U=0.55and mask lengths 9. From the featureesultsof the head
portrait of Hepburn (Figre 14(a)) andthe ladder (Figire 14(b)), we can sedhat the first
methodcan extracthe mgor features of the imageandthe second methoektractsthe major
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features and tinyfeaturesat the same timé-or examplethe featureof the laddeextracted by
the second methodrigure 14 (b2) aretiny, lead to tlatthe texture of the ladder is too obvious
andthe layeringof the laddeiis thereby too fuzzykor the lane (Figure 14 (c)), thefeatures
extracted byhe first methodreable tosatisfythe needs of traffic scene analyaiglthedetail
features extrated bythe second methodill generateunnecessary dat&or the brick (Figure
14 (d)), thedetail features extracted bythe second methoare convenient for observing the
important decorative pattern of thacient brickand thefeatures extracted byhefirst method
aretoofuzzyto satisfy the demaisabf the observer.

From the comparisons of the two methods, we daaw the conclusion thathe
multi-direction CRONEextraction carobtainthe outline of theobjecs in the images and is
suitablein the fatureextraction ofhead portraits and traffic scenedsot h &+Z6éxtraction
extract features exquisitg and issuitablein thetexturefeature extraction dmages.

& ¥

(a2) Features extracted by

(al) Features extract b
the first method the second method

(b1) Features extracted by
the first method (b2

Features extracted by the
second method

(c) Lane (cl) Features extracted (c2) Features extracted
by the first method by the second method
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(d) Brick (d1) Features extracted by (d2) Features extracted by

the first method the second method

Figure 14. Feature Extraction of Four Images

5. Conclusiors

In this paperpased on the fractional differential CRONE operator, tmethod for image
feature extractiorare presentk Experimentresults show thathe first method the feature
extraction of fusing multdirection CRONE operatorsan extract the outlirsef theobjecskin
the image effectively, but hagpaorperformanceri the extraction of the detditformation of
the imageln order toovercome this shortcoming the second methodthe é5+Zbextraction
combined withthe spacefilling curves is presentedExperimen resuls show that thsecond
methodhas agoodperformancen the extraction of the detailformation of the image

The futureworks will concern on thanfluenceof thefractional ordeiontheimagefeature
extraction and determia the fractional order adaptively according to the image content
obtain the ideal image feature extraction results
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