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Abstract 
 

Based on the problems that target appears rotation and noise interference in complex 

environment, an improved multi-feature adaptive fusion tracking method is proposed. The 

algorithm adopts unscented Kalman particle filter (UPF) to update the measurement 

information in the sample particles, better overcome the problem of the particle weight 

degradation. In addition, in order to overcome the defects of additive and multiplicative 

fusion algorithm in the feature selection, the multiple adaptive fusion characteristics method 

that target color distribution and scale invariance feature (SIFT) are used as complementary 

information.  Experimental results show that the proposed method is superior to the 

traditional methods which are based on fixed weight or standard particle filter. 

Keywords: UPF; color histogram; scale invariant; adaptive fusion 

1. Introduction 

Video moving objects tracking has been widely used in the field of video 

surveillance, robot navigation, human-computer interaction, etc. [1].Compared with the 

method based on model, feature-based approach can make simple filtering and tracking 

stability, which shows a good real-time performance and robustness. Currently, there 

are common characteristics of the target which mainly includes color, texture, corners, 

edges and contours [2-4], of which the color characteristics due to the rotation and 

attitude change for the target has strong robustness. SIFT (scale invariant feature 

transform) can better respond to changes in illumination, partial occlusion case, noise 

interference. With the development of multi-source information fusion technology, 

feature extraction makes a number of different features to additive, multiplicative or DS 

fusion, which experimental results show better tracking effect. But the simple 

integration produces a large amount of redundant information to increase the 

computational load. Meanwhile, it is crucial for tracking target how to adaptively fuse 

[5-6] the different characteristics by the size of contribution value quantify and the 

information content. 

With the development of the nonlinear filtering techniques, especially the proposed 

particle filter algorithm, the method can theoretically be achieved on approximation for 

any system of nonlinear, non-Gaussian, and a series of improved algorithms are 

proposed [7-9]. Standard particle filter algorithm does not integrate the latest 

measurement information, which brings greater mismatch errors to system model and 

ultimately produces particle weight degradation, resulting in filtering estimation 

accuracy reduces even failure. To solve the problem, paper [10] proposes the improve 

EPF [11] , that is UPF (Unscented Kalman Particle Filter). Due to the UPF makes third-

order approximation for the mean and variance of the random variable in system, EPF 
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can weaken the approximate linear error, but it greatly increases the number of 

iterations of the particles. 

Based on the above analysis, the paper uses the target color histogram and SIFT 

feature as complementary advantages to establish appropriate adaptive fusion method 

based on the amount of information, which can better overcome the target mutations in 

light, attitude change, partial occlusion and noise interference. The method not only 

overcomes the particle degradation, reduces the number of particles, but makes use of 

the additive and multiplicative adaptive fusion to improve the recognition of the 

probability density of the system and weakens the impact of noise on the system 

estimates. Experiments show that the method for target tracking under complex 

conditions has high accuracy and robustness. 

 

2. Filtering Algorithm Principle 

2.1. Standard Particle Filter Algorithm 

The algorithm of standard particle filter (PF) uses a series of random samples ( )i

k  and their 

corresponding weights ( )i

k to represent the posterior probability density or probability density 

filter of target location, namely, 
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The state transfer function of the system
1( | )k kp   

 are used as importance probability 

density function, and combined with the system state equation to generate random sampling 

particle 1{ }i N

k i  to make output energy ( )( )i

kp  as the likelihood function, the recursive 

formula for particle weights is denoted as: 

( ) ( )
( ) ( ) ( ) ( )1

1 1( )

1: 1

( | ) ( | )
( )

( | , )

i i
i i i ik k k k

k k k ki

k k k

p Y p
p

q Y

  
   

 


 



                                                       (2.2) 

Then the minimum variance estimation of the target location k  can be expressed as: 

( ) ( )
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                                                                                                       (2.3) 

The standard PF algorithm without the proposal distribution integrated the latest 

measurement information, produces the particle degeneracy phenomenon, so the improved 

UPF algorithm can weak the particle degradation. 

 

2.2. Unscented Kalman Particle Filter 

UPF algorithms that use UKF to gain importance probability density on the basis of PF 

update the sampled particles each time by the UKF algorithm, and the results of sample mean 

and variance are used as the next new particle. The main idea of unscented filtering is to 

recursive and update for system model state and the error covariance by an effective nonlinear 

change method. 

Sample points set 1,2,...{ , }i i i nW  represents target state  , detailed in Document[12], the 

nonlinear function is described by ( )y f    , where   is white noise, Q  is covariance 

matrix; Sample points are passed through the system state equations , and the associated 

sample statistics are calculated , you can get: 
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When the equation ( )y f  represents state equation of the system, by the formula 

(2.5)、(2.6) the system new state estimation can be got, they are state predictive value   and 

variance of the predicted value xxP . 

When the equation ( )y f  represents observation equation of the system, we get the 

statistics obtained by the formula (2.5)、(2.7) updated equation of Kalman filter observation 

to get the improved UPF update equation: 
ˆ ˆ( )K y y                                                                                                                           (2.8) 
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3. The Implementation of the Adaptive Multi-feature Fusion 

3.1. Tracking Model 

Filtering method is used to track the target, and firstly motion model is created that is one 

order recursive model expressed by formula: 

1

i i i

k k kA v                                                                                                                    (3.1) 

Where A is the state transition matrix of the system. i

kv  is a Gaussian white noise whose 

mean is zero. 

According to the sample particle weight distribution method, based on Bhattacharyya 

distance, the likelihood function is defined as the observation model of tracking system: 

2
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Where 
il  is the distance between observed value and true value for the i  particle;  is the 

variance of the Gaussian distribution; the formula of system status corresponding particle 

weight distribution can be expressed as: 

1 ( | )i i i

k k k kp z x                                                                                                              (3.3) 

 

3.2. Feature Fusion 

As a result of the attitude change in the target, rotating and blocked or partially blocked, its 

color feature and objectives of SIFT feature remain better robust. Therefore, color histogram 
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features and SIFT features in the system are used to estimate as the target characteristic 

observation information. 

 

3.2.1. Weights of the Color Histogram Feature: Assuming the initial position of a target 

image is 0= T （x, y） , around the initial position, the characteristics of the target are 

searched, thus the probability density of characteristics u  of the target feature space can be 

expressed as: 
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In the above formula, the normalization coefficients for probability density of the target 

feature is represented as, 

*1/ (|| ||)
n
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i

C K x                                                                                                              (3.5) 

The purpose of normalized is to make
1

( ) 1
m

u
u

p y


 ; effective area a  is a complete target 

search area;  is Dirac function; y represents the center coordinates of the complete search 

area; m is the number of pixels in the complete search area; )( ixb represents a specific 

function value that belongs to the target feature corresponding with the position of the thi  

particle ix ; )(K is the feature weights weighting function of color histogram feature. The 

corresponding weight values are distributed to the pixel values according to different 

contributions, the specific formula is defined as follows: 
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In the above formula, s is the distance from a pixel position to the regional center, which 

determines the weight of current pixel. In order to effectively avoid the influence of the target 

boundary pixels and interference and occlusion, the pixel should be given a smaller weight 

value through )(K when the pixel position is far away the regional center, the initial template 

of the whole moving targets is expressed by following formula: 

 
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                                                                                                                  (3.7) 

In the process of tracking system, the matching degree between the candidate models and 

the target models is measured by Bhattacharyya distance. For the thk  frame, the thi  particle 

of the positional parameter
Ti

k
i
k yx ),( , the corresponding matching degree can be showed as: 
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Formula (3.9) is the Bhattacharyya coefficient, then according to the formula (3.7) and 

(3.8), the update formula of particle weight value can be obtained based on the color 

histogram: 
2
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3.2.2. Weight Value of SIFT Feature: Because the scale invariant features and the 

transform features have well maintained invariance to brightness and rotation changes, SIFT 
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features can well meet the requirements of target tracking under the complex conditions. In 

this paper, Difference of Gaussian (DOG) method is used to calculate the SIFT features. 

DOG operator is generated by different scales Difference of Gaussian kernel and image 

convolution, as shown in the following formula: 

( , , )

( ( , , ) ( , , ))* ( , )

( , , ) ( , , )
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G x y k G x y I x y

L x y k L x y
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 

 
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                                                                                            (3.11) 

In the above formula, L represents the scale space of images, ),( yxI represents the pixel 

value of images at the position ),( yx , the 2-dimensional Gaussian kernel function is: 

2 2
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( , , )
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

                                                                                          (3.12) 

Where  represents the mean square error of Gaussian distribution, and which can be 

called scale space factor. To detect the key point of the target image rectangle after division, 

the detection parameters are set as follows:  

SoO NM  min
)),(min(

2 )(log , 1min o , 3S  

Where )(OctaveO  represents the number of layers, mino represents the first Octave , 

S represents the number of Scale sub-level, M and N are respectively the corresponding rank 

number of each segmented image blocks, scale factor defined as following: 

s
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In a frame image, suppose that the tracked target contains mSIFT feature points, and T  

represents the target model, then  m

iifT
1

 , where if represents a feature vector set of SIFT 

feature points. Assuming at k time, the candidate target model is represented by kT̂ , 

then  N

i

i
kk TT

1
ˆ


 , where 

i
kT is a feature vector set of SIFT feature points. The number of 

matching feature points between the target model and the candidate target model is used to 

describe the similarity of the models, and the observation likelihood function is defined as 

following according to the observation model formula (3.2) of the tracking system: 
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Where ,f T ( )imap f is a mapping used to calculate the feature vector and, i
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Then the corresponding weights updating formula is: 
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3.2.3. Adaptive Fusion based on Multi-feature Weights: Multi-feature fusion rule is 

currently a hot research field in multi-feature fusion based on video tracking. We know that a 

single additive fusion or multiplicative fusion has its disadvantage, a uncertainty adaptive 

fusion rule is proposed based on the idea proposed in the reference [13]. For N sampling 

particles of tracking system, normalize the above feature weights respectively: 
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In this paper two features are fused, assuming that the observation of these two feature 

values is in the case of conditional independence, then the fused weights can be calculated as 

follows: 

1 2 1 2

1 2

1
[ ]
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 
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                                                (3.19) 

Whereby 1 and 2 are the adaptive adjustment factors after normalized two feature weights 

respectively. Fused features are equivalent to adaptively adjust the weight values distribution 

by the additive fusion and multiplicative fusion. The uncertain adaptive adjustment factor 
i is calculated as follows: 

1 ( )i i

t t tH p  
                                                                                                   (3.20) 

 Whereby t is the space position variance of all the sampling particles at t  time, it 

represents the dispersion degree of the sampling particles in space; )( trt ，  is the 

position error covariance of two particles at different position. The larger the t is the more 

dispersing the position of sampling particles is in space. )( i
tpH  is the information entropy of 

particle observation probability value of the thi eigenvalue at t  time, which represents the 

dispersion degree of the observation probability value to each particles, then: 
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Wherein )|( j
i xzp denotes the observation probability of the thi feature value in 

the thj sample particle. )( ipH replies the distribution degree of sample particle with the 

corresponding feature observation values about the system state. 

 

3.3. Algorithm Implementation  

It is in the framework of particle filter that the algorithms update particle information after 

each sampling using a modified unscented Kalman filter algorithm for the next sampling new 

particles, that adaptive fusion is used with target color information and SIFT features to 

achieve the goal of tracking. Specific tracking process is showed in Figure 1. 

 

javascript:void(0);


International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol. 7, No. 6 (2014) 

 

    

Copyright ⓒ 2014 SERSC  385 
 

Begin

Capture an 
image T

Select  the 
target 

tracking?

Extract the 
attribute?

Update the 
weights 

Extract the 
characteristic 

The normalized 
processing 

Weights 
from fusion

Resampling

Initialize 
the particle

The last 
frame ?

End

The output 
estimated 

target 

Calculate the 
eigenvalue 

YesNo

No

Yes

No

Yes

Update 
particle state

 

Figure 1. Algorithm Flowchart of UPF Tracking Method Based on Color and 
SIFT Features Adaptive Fusion 

4. Experiments and Results Analysis 

Target tracking experiments are implemented in VC++ 6.0 environment and supported by 

the OpenCV library functions. The analysis of the algorithms is obtained based on MATLAB 

R2009a platform.  

The first Experiment, we select the standard video sequences provided by the network to 

test. The image size is 468×337, and the frame rate is 20 frames per second. The tracking 

results are shown in Figure 2 and Figure 3. The first frame is manually selected. Figure 2 is 

based on UPF tracking method of two features with fixed weights, and Figure 3 shows the 

tracking method proposed in this paper. Since the background is complex, and with the 

changing of the goal rotation and size, the tracking error in Figure 2 becomes larger, due to 
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target block diagram of the tracking is off target, while the method proposed in this paper 

remains better tracking effects which is showed in Figure 3. 

 

 

Figure 2. The Tracking Results based on Multi-feature with Fixed Weights 

 

 

Figure 3. The Tracking Results based on Multi-feature with Adaptive Fusion 
Weights 

The video sequences are used in the second Experiment, the image size is 640 × 480 

shown in Figure 3. We set a white rectangle to track the distance target. Shown in Figure 4, 

when the target appears blocked, the method based PF algorithm, due to the similar color to 

track the target, causes the target tracking error, that shifts away from close range target 

tracking to track the target, while in Figure 5 the distance little target can be always tracked 

well. 

 

 

Figure 4. The Tracking Results based on PF 
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Figure 5. The Tracking Results based on UPF 

The simulation results of the algorithms of EKF, PF and UPF are shown in Figures 6,7and 

Figures 8. In the whole simulation time, the tracking error of UPF filter is far below 5%, 

which we can see in Figure 8, the algorithm of PF is unstable in tracking, and EKF shows the 

maximum tracking error. Therefore, it can be concluded that UPF tracking algorithm to track 

the target also has high accuracy and stability. 
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Figure 6. Estimates of Tracking 
Algorithms 

Figure 7. Estimates Error of 
Tracking Algorithms 
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Figure 8. The error range of UPF 
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5. Conclusion  

In this paper, several target tracking methods based on multi-feature fusion are compared. 

On the one hand, the traditional tracking algorithm is improved based on multi-feature, and 

the problem of adaptive selection of features fusion is solved, which can better deal with 

complexity of the environment and the changes of the target size better, and the robustness of 

target tracking is enhanced; on the other hand, by comparing several tracking algorithms, 

UPF algorithm better weakens the particles degradation, enhances the filtering accuracy of 

this algorithm effectively. Experimental results show that the target tracking method proposed 

in this paper has high accuracy and stability in terms of tracking on targets. However, the 

computational of UPF tracking algorithm is very complex. The next step is to study binocular 

stereo vision. The further study need be done to achieve a long time tracking. 
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