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Abstract 
 

This study presents a tri-level thresholding method for image segmentation with invasive 

weed optimization (IWO) algorithm. The objective of the proposed approach is to handle the 

nonextensivity and vagueness of image in segmentation, in the meanwhile to reduce the 

computation time. In this study, the histogram of image is converted to fuzzy domain by 

membership function firstly. Then the thresholding method is constructed through maximizing 

the sum of nonextensive entropy of subsets of the each part of fuzzy histogram. The IWO 

algorithm is used to search the optimal thresholds to reduce the computation time in the new 

method. Experiments on synthetic and real-world images are given to demonstrate the 

effectiveness of the proposed approach compared with the other methods. 

 

Keywords: image thresholding; nonextensivity; vagueness; entropy; invasive weed 

optimization 

 

1. Introduction 

Image segmentation is considered as an important basic operation for meaningful analysis 

and interpretation of image acquired [1]. The success of an image analysis system depends on 

the quality of segmentation [2]. Among the existing segmentation techniques, thresholding is 

one of the most popular approaches in terms of simplicity, robustness, and accuracy [2]. It is 

based on the assumption that the objects can be distinguished by their gray levels. The 

optimal thresholds are those permitting the distinction of different objects from each other or 

different objects from the background. A lot of algorithms for image thresholding can be 

found in the literature [3-6]. 

In general, all thresholding methods work very well for a well -defined image which 

histogram has a deep valley between two peaks. However, a great deal of images is 

usually ill defined, i.e. they are corrupted by noise and/or irregularly illuminated, which 

leading to a multimodal histogram, there is no clear separation between object and 

background. In these cases, the ordinary thresholding approaches perform poorly or 

even fail. Fuzzy theory can be used to deal with these ambiguity and uncertainty in 

image thresholding, and many thresholding methods have proposed based on fuzzy sets 

theory in recent years [4-6]. In addition, the image is a typical physical system with 

nonextensive characteristics [7]. However, the ordinary thresholding methods often 
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neglect the effects of nonextensive information on threshold selection, and thus no good 

results can be obtained sometimes [8]. Nonextensive entropy is an effective measure for 

physical system with nonextensive characteristics [9]. The nonextensive entropy is 

firstly used to image thresholding by Portes et al. [8], and has obtained better results [8, 

10]. 

For handling the nonextensivity and vagueness of image in a thresholding method at 

the same time, a new tri-level thresholding method is presented based on nonextensive 

entropy and fuzzy sets theory in this paper. The new method involves the optimization 

of combination of fuzzy membership functions’ parameters in the process of thresholds 

selection, and this process is very time-consuming. The invasive weed optimization 

(IWO) algorithm [11] is a function optimization algorithm, and its convergence 

performance is superior to the traditional optimization algorithm [11], so it has been 

applied in many engineering fields successfully [12-14]. To reduce the computation 

time, the IWO algorithm is used in the proposed new method. The experimental results 

show that the proposed approach is an effective method for image segmentation, and 

the computation time is satisfies the demand of engineering applications. 

 

2. Thresholding by Fuzzy Set and Nonextensive Entropy 

2.1. Convert the Image Histogram to Fuzzy Domain 

Let I={f(x,y)} denotes a digital image with size of M×N and L grayscale levels, 

where x=1,…,M and y=1,…,N. In addition, let H={h(g)|g=0,1,…,L-1} denotes the 

normalized gray level histogram, and it can be calculated by h(g)=ng/(M×N), where ng 

denotes the number of pixels in the image with gray level g. Obviously, image is a crisp 

set data. The first step of image thresholding based on fuzzy sets theory is to convert 

the image histogram information to the fuzzy domain. Take into account the 

computational efficiency and the effectiveness of segmentation results, the following 

linear functions are used in the new method as the membership functions, for example 
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for bi-level thresholding, and 
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for tri-level thresholding. Where, A, B and C denote the fuzzy subsets of image fuzzy domain; 

a, b, c and d denote the parameters of membership functions, and 0<a<c<255 (for bi-level 

thresholding) and 0<a<b<c<d<255 (for tri-level thresholding). The intersection(s) of the 

membership functions is (are) selected as the optimal threshold(s), namely, t=(a+c)/2 (bi-level 

thresholding), or t=((a+b)/2,(c+d)/2) (tri-level thresholding). 

 
2.2. Thresholding through Nonextensive Fuzzy Entropy 

According to the pseudo additivity rule of nonextensive entropy [15], the total 

nonextensive fuzzy entropy of image about fuzzy subsets can be defined as 

)()()1()()()( BABAI HHHHH                                       (6) 

for bi-level thresholding, and 
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for tri-level thresholding. Where 
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where the real number q is an entropic index that characterizes the degree of nonextensivity; 

H(X) denotes the tsallis entropy of image fuzzy subdomain X, for bi-level thresholding, X=A 

or B, for tri-level thresholding, X=A, B or C; H(I) denotes the total nonextensive fuzzy 

entropy of image I. When H(I) is maximized, the optimal threshold(s) can be obtained, 

namely 

))(max(arg IHt 
                                                     (10) 

In the limit q→1, the image nonextensive fuzzy entropy defined in this paper meets the 

fuzzy entropy defined by Zhao et al in [6]. 
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3. Thresholds Selection using Invasive Weed Optimization 

Since an exhaustive search for all fuzzy membership function parameter 

combinations is too costly, in this paper invasive weed optimization (IWO) algorithm is 

introduced into maximum nonextensive fuzzy entropy image segmentation to find the 

best fuzzy parameter combination adaptively. 

The IWO algorithm developed by Mehrabian and Lucas [11] is a novel numerical 

stochastic optimization algorithm inspired from colonizing weeds. Weeds are plants 

growing in places we do not wish. They are very robust and adaptive to changes in the 

environment and are known as undesirable plants in agriculture. As a form of 

evolutionary algorithm, the IWO algorithm attempts to mimic the robustness, 

adaptation, and randomness of colonizing weeds. The basic characteristic of a weed is 

that it grows its population entirely or predominantly in a geographically specified area 

which can be substantially large or small. Initially a certain number of weeds are 

randomly spread over the entire search space. These weeds will eventually grow up and 

execute the following steps and the algorithm proceeds. The process flow of the IWO 

algorithm is outlined below [11-14]: 

Step 1 Initialize a population: A population of initial solutions (seeds) is being 

dispread over the n dimensional problem space with random positions. The population 

includes m seeds, each seed denoted by Si=(xi1, xi2, …, xin), i=1, 2, …, m. 

Step 2 The fitness of each individual seed is calculated according to the optimization 

problem, and the seeds grow to weeds able to produce new seeds. 

Step 3 Reproduction: Each weed is ranked (increasing or decreasing) based on its 

fitness and produces new seeds depending upon its relative fitness in the population 

with respect to the best and worst fitness. The number of seeds produced by any weed 

varies linearly from min_seed to max_seed which is decided by the formula 

min_seedmin_seedmax_seed
FF

FF

worstbest

worsti 



 )(seedsofnumber      (11) 

In which min_seed for the worst member and max_seed for the best member in the 

population, Fi is the fitness of ith weed. Fworst and Fbest denote the best and the worst 

fitness in the weed population. This step ensures that each weed take part in the 

reproduction process. 

Step 4 Spatial dispersal: The generated seeds are normally distributed over the field 

with zero mean and a varying standard deviation of σiter described by 
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where itermax and iter are the maximum number of iteration and the current iteration 

number respectively. σinitialr and σfinal represent the pre-defined initial and final standard 

deviations. n is the nonlinear modulation index and is generally assumed to be between 

2 and 3. 

Step 5 Competitive exclusion: The fitness of each seed produced in the above steps 

is calculated along with the parent weeds and by means of competitive exclusion. The 

seed-parent combinations that are least in fitness are eliminated and the number of 

weeds is limited to the maximum of number of weeds allowed. 
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Step 6 The procedure is repeated at step 2 until the maximum number of iterations  

allowed by the user is reached or the optimized solution is obtained. 

When we use IWO algorithm to find a combination of (a, c) (for bi-level 

thresholding) or (a, b, c, d) (for tri-level thresholding) such that H(I) has the maximum 

value, we chose x=(a, c) or x=(a, b, c, d) as solution vector. It begins by generating m 

seed randomly using x
j 

i =gmin+r·(gmax-gmin), i=1, 2,…, m, j=1,2 or j=1, 2, 3, 4 and x
1 

i = a, x
2 

i = c or x
1 

i = a, x
2 

i = b, x
3 

i = c, x
4 

i = d where gmin and gmax are the minimum and maximum 

grey level values of image. Notice that it is possible that the randomly generated 

individuals do not follow the increasing order 0<a<c<L (for bi-level thresholding) or 

0<a<b<c<d<L (for tri-level thresholding). To resolve this problem, the elements of the 

individual vector are ordered by ascending firstly and then they will be put back the 

population to participate in iteration. 

When the above scheme of IWO algorithm is applied to search the optimal 

parameters’ combination of membership functions, a randomly population with size of 

m is initialized firstly, then the IWO algorithm is iterated until the algorithm 

convergence. Finally, the optimal threshold(s) can be computed through the optimal 

parameters’ combination. 

 

4. Experimental Results and Analysis 

We implement the proposed method in Matlab language with a Pentium(R) Dual-

Core CPU E5500 @2.80GHz and 2GB RAM. To evaluate the performance of the new 

method for image thresholding, we have implemented the proposed method on a variety 

of synthetic and real images. The results of the proposed method were compared with 

other widely used methods in the literature, i.e. the maximum entropy method proposed 

by Kapur et al. [3], the fuzzy entropy method proposed by Cheng et al. [5], the 

maximum fuzzy entropy method proposed by Zhao et al. [6], and the maximum 

nonextensive entropy method proposed by Portes et al. [8]. In addition, using many 

images, when q is 0.7 our proposed method produced the best optimal thresholds, so the 

parameter q is set to 0.7 in this paper. The parameters of IWO used for searching the 

optimal combination of parameters of membership function in proposed method are set 

as follows: the population size m=30, the maximum number of iterations itermax=100, 

max_seed=5, min_seed=1, σinitialr=0.1, σfinal=0.001 and the nonlinear modulation index 

n=3. 

 
4.1. Performance Evaluation 

For evaluating the effectiveness of the different thresholding methods more 

objectively, we first conducted an experiment on a synthetic image for bi-level 

thresholding. In this study, we employ misclassification error (ME) measure [16] to 

evaluate the performances of the other methods. It regards image segmentation as a 

pixel classification process. ME reflects the percentage of background pixels wrongly 

assigned to foreground, and conversely, foreground pixels wrongly assigned to 

background. For the two-class segmentation problem, ME can be simply expressed as 

||||

||||
1

OO

TOTo

FB

FFBB
ME







                                              (13) 

where BO and FO denote the background and foreground of the ground truth image, 

respectively; BT and FT indicate the background and foreground pixels in the segmented 
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image, respectively, and |•| is the cardinality of a set •. The value of ME varies from 0 

for a perfectly classified image to 1 for a totally wrongly classified image. A lower 

value of ME means that the quality of the segmentation result is better. 

The first image is shown in Figure 2(a), which is a simple synthetic image with 

512×512 pixels and shows a Chinese character with gray level 80 on the background 

with gray level 190. The ideal segmentation of the synthetic image is shown in Figure 

2(b). Gaussian noise with zeros mean and variance 0.005 is added to the original 

synthetic image as show in Figure 2(c). The histogram of noisy image is shown in 

Figure 2(d). 

The segmented results obtained by the other methods corresponding to Figure 2(c) 

are shown in Figure 3. From the Figure 3, we can see that the results obtained by 

maximum fuzzy entropy (Figure 3(c)) and the proposed method (Figure 3(e)) are better 

than others results. The result obtained by Cheng et al’s fuzzy method (Figure 3(b)) is 

very bad. There are more noise points in the results obtained by Kapur et al’s method 

(Figure 3(a)), and the Portes et al.’s method (Figure 3(d)). 

 

    
(a) Original image (b) ground truth image (c) noisy image (d) histogram of noisy image 

Figure 2. Synthetic Image 

     
(a) Kapur (b) Cheng (c) Zhao (d) Portes (e) Proposed 

Figure 3. Thresholding Results of Synthetic Noisy Image by Different Methods 

Table 1 shows the optimal thresholds, misclassified pixels, and ME values obtained 

by other methods. From the table 1, we can see that the number of misclassified pixels 

and the ME value obtained by proposed method is less than the results obtained by 

other methods. 

Table 1. Performance Comparison of Segmentation on Synthetic Noisy Image 

Method Kapur Cheng Zhao Portes Proposed 

Threshold 155 166 127 154 127 

Misclassified pixels 8123 45447 663 7272 663 

ME 0.0310 0.1734 0.0025 0.0277 0.0025 
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4.2. Experiments on Real Images 

To test the performance of proposed method on real images, we carried out a large 

number of experiments. For the limitation of space, the only two experimental results 

are listed. Figure 4 shows the real test images and their histograms. Figure 4(a) shows 

an ‘MagrittePipe.tif’ image with size 514×670 and its histogram is showed in Figure 

4(b). Figure 4(c) is a ‘robot.tif’ image with size 227×199 and its histogram is showed in 

Figure 4(d). From the histograms of the test images, we can see that the target in 

‘MagrittePipe.tif’ image can be separated by bi-level thresholding, while the object in 

the ‘robot.tif’ image can be separated by tri-level thresholding. 

Figure 5 shows the segmented results of the ‘eight.tif’ image by all competing 

method. From Figure 5, we can see that the results by the Zhao’s method (Figure 5(c)) 

and the proposed method (Figure 5(e)) are better than the results by other methods. 

Figure 6 shows the results of the ‘robot.tif’ image. From the Figure 6, we can see that 

the results by the proposed method (Figure 6(e)) are better than the results by other 

methods. 

Table 2 lists the thresholds and the running times by the different methods on real 

test images. Comparison of the histograms of real test images shown in the Figure 4 and 

the threshold(s) obtained by different thresholding methods in Table 2, we can see that 

the threshold(s) obtained by proposed method matched the valley of histogram better, 

while the threshold(s) obtained by other methods have more or less deviation. For the 

running time, the results of Kapur et al’s method, and Portes et al’s method are less 

than other methods on bi-level thresholding, while in the tri-level thresholding, the 

running time of the proposed method is less than that of other methods obviously, and it 

satisfies the requirement of engineering applications. 

 

    

(a) MagrittePipe (b) histogram of (a) (c) robot (d) histogram of (c) 

Figure 4. Real Tested Images and their Histograms 

     
(a) Kapur (b) Cheng (c) Zhao (d) Portes (e) Proposed 

Figure 5. 2-level Segmented Results of Eight Image by Different Methods 
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(a) Kapur (b) Cheng (c) Zhao (d) Portes (e) Proposed 

Figure 6. 3-level Thresholding Results of Robot Image by Different Methods 

Table 2. Performance Comparison of Segmentation on Real Test Images 

Method Kapur Cheng Zhao Portes Proposed 

MagrittePipe.tif 
threshold 197 209 133 193 134 

time (s) 0.1093 0.3962 0.3815 0.1095 0.3074 

robot.tif 
threshold [123,182] [129,179] [68,190] [117,182] [78,200] 

time (s) 10.1955 1.5301 1.9076 11.8471 1.0437 

 

From the above experimental results, we can see that the propose method is an 

effective method for image segmentation. 

 

5. Conclusion 

In order to handling the nonextensivity and vagueness information existed in image 

in thresholding, the study of this paper developed an effective thresholding method 

based on nonextensive entropy and fuzzy sets theory. When the optimal thresholds are 

searched in fuzzy domain, the time is costly. For reduce the search time, the invasive 

weed optimization algorithm is used in the presented method. The performance of the 

proposed method has been tested with various test images and compared with the other 

methods. The segmentation results obtained for various test images show that the 

proposed method could comprehensively outperform the competing method in terms of 

solution quality, computation efficiency and stability. Further research is to be carried 

out to test the feasibility of the proposed method for various types of image processing 

application. 
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