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Abstract 

We address the issue of continuous tracking of the target in an environment covered by 

multiple cameras. In such a scenario, target handoff is a key problem. In this paper, we 

propose a novel target handoff method based on appearance model inheriting and learning. 

The appearance model is initially learned by sparse representation using the tracking results 

in the first camera. The next camera inherits the appearance model for target handoff and 

updates it after getting the whole tracking results. Then, the appearance model is transferred 

to the following camera. By the appearance model inheriting and learning, the appearance 

model can describe the target more and more precisely, which will make the target handoff 

more accurately and effectively. We also demonstrate the performance of our method on 

several video surveillance sequences. 
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1. Introduction 

As the scale and complexity increase in the surveillance, it is more difficult to track and 

monitor the target in a single camera with the required resolution and continuity. Thus, 

camera networks emerge and find extensive applications in visual surveillance. The goal is to 

locate targets, track their trajectories, and maintain their identities when they travel within or 

across cameras.  The employment of multiple cameras not only improves coverage but also 

brings in more flexibility. Such a system usually consists of two main parts: 1) intra-camera 

tracking: tracking the target within a camera; 2) inter-camera tracking: tracking the target 

from one camera to another. Although there have been significant improvements in intra-

camera tracking, inter-camera tracking is a less explored topic and many problems in it still 

need to be solved. Among the problems, target handoff is a crucial one. Target handoff is a 

process of transferring the target from one camera to next, which solves the target 

correspondence and identity problem among multiple observing cameras. To establish 

correspondence between objects, a robust appearance model is essential. However, obtaining 

a robust appearance is very challenging. The same object observed in different cameras 

undergoes significant variations of resolutions, lightings, poses and viewpoints. Besides, 

objects captured by surveillance cameras are often small in size and a lot of visual details 

such as facial components are indistinguishable in images, some of them look similar in 

appearance. Therefore, many authors want to find features that can be highly discriminative 

and robust to those inter-camera variations. In this paper, we propose a different idea. Instead 

of finding robust features for all cameras, a multi-mode appearance model of the target can be 

obtained by different cameras. The appearance model is initially a complete description of the 

tracked target in the first camera, which is learned based on sparse representation. The next 

camera inherits the appearance model for target handoff and updates it with the variations 
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after getting the whole tracking results. So do the following cameras. By the appearance 

model inheriting and learning, the appearance model will contain all the variations of the 

target in the different cameras and can describe the target more and more precisely, which 

will make the target handoff more accurately and effectively. 

   The reminder of this paper is organized as follows. We review the related work in Section 2. 

Section 3 describes the proposed target handoff with appearance model inheriting and 

learning. Section 4 contains the experimental results, which demonstrate the merits of the 

proposed target handoff method using several video surveillance sequences. Finally, Section 

5 summarizes this work. 

 

2. Related Work 

Compared with single camera tracking, multi-camera tracking brings many new challenges. 

It is much less reliable to predict the spatio-temporal information of objects across different 

camera views than in the single camera view. There may be dramatic changes in the 

appearance of the target because of the variations of camera settings, viewpoints and lighting 

conditions in different camera views. So target handoff which solves the target 

correspondence and identity problem among multiple observing cameras becomes a key 

problem. 

In general, target handoff methods could be divided into three main categories: geometry-

based, appearance-based, and hybrid-based approaches. The geometry-based approach 

contains three sub-categories: location-based, alignment-based, and homograph-based 

approaches. In location-based approach [1, 2], the trace of the tracked object is projected back 

to the world coordinate system, and then the objects projected onto the same location are 

considered as the same target. It is usually assumed in these methods that the camera 

calibration or the topology of the cameras has already been solved before tracking. In 

alignment-based approach [3, 4], using the geometric transformation between cameras, the 

tracks of the same object are being aligned and recovered across different cameras. Take 

reference [3] as example, the tracking result of each camera is complete alignment both in 

time and space, so that the same object in different cameras will map to the same location. 

The homography-based approach [5-8] obtains position correspondences between overlapped 

views in the 2D image plane. Calderara, et al., [7] warp the vertical axis of the object on the 

FOV of another camera to compute the amount of the match therein. This improves the 

capability in handling both the cases of single individuals and groups. In appearance-based 

approach [9-11], distinguishing features of the tracked objects are extracted and matched, 

generating correspondence among cameras. Appearance model is established by using the 

object feature captured in the different cameras which includes color, shape, texture, and so 

on. Researchers often choose one or combine some of these features to build the appearance 

model for matching. Color based appearance models often choose color histograms of the 

whole image regions as global features to match objects across camera views because they are 

robust to the variations of poses and viewpoints [12-14]. However, they also have the 

disadvantages that they are sensitive to the variations of lighting conditions and photometric 

settings of cameras. In reference [17], the brightness transfer function is computed between 

two cameras to handle this disadvantage. But different camera couples have different 

brightness transfer functions, which leads to the overhead computational cost. Shape based 

appearance model describes the target in the aspect of edges or gradient structures.  

Histogram of oriented gradients belongs to this kind of features. It computes the histograms 

of gradient orientations within cells which are placed on a dense grid and undergo local 

photometric normalization. It is robust to small translations and rotations of object parts. 

There are also other models [18, 19] proposed to characterize the geometric configuration of 
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different local parts of objects. In texture based appearance model,  Many local descriptors 

such as Scale-invariant feature transform(SIFT) [20], color SIFT [21], Local Binary Patterns 

(LBP) [22], Speeded Up Robust Feature (SURF) [23], Maximally Stable Extremal Regions 

(MSER) [24], have been proposed to characterize local texture and they can be applied to 

match the target between cameras. The hybrid-approach [25] is a combination of geometry 

and appearance-based methods. 

Our target handoff method also belongs to the appearance-based method. Instead of finding 

robust features for all cameras, tracking results of all the cameras are used to establish the 

appearance model. Thus the model contains different modes of the target in different cameras. 

The appearance model is initially established by the tracking results in the first camera. The 

next camera inherits the appearance model for target handoff and updates it with the 

variations after getting the whole tracking results. Then, the appearance is inherited by the 

following camera. By the complementary of the following cameras, the appearance model 

will describe the target more and more precisely, which makes the target handoff more 

accurately and effectively. 

 

3. Target Handoff with Appearance Model Inheriting and Learning 

In this paper we achieve target handoff by appearance model inheriting and learning. 

Every camera uses the appearance model transferred from the former camera to 

initialize the tracker. The tracker searches the target in the first few frames and 

continues to track the target after the target being detected. Before the target leaves the 

FOV (Field of view) of the camera, all the tracking results in this camera are used to 

complement the appearance model for the variations. Finally, the updated appearance 

model is transferred again to the next camera. For the purposes of this paper, we assume 

that reasonably correct single-camera tracking results are available through whatever method 

is preferred by the user. 

 

3.1. Appearance Model based on Sparse Representation 

In this paper, we establish the model by sparse representation using gray level feature. The 

kernel of sparse representation is to represent the target on a over-complete dictionary and the 

target can be described by sparse linear combinations of the atoms in it. Suppose we have 

gotten N  target templates in the first camera. Each target template is represented by gray 

level feature and the columns of the template are stacked to form a 1D vector. We seek the 

dictionary D  that leads to the best possible representations for each member in this set with 

strict sparsity constraints. K-SVD method is used here to train the dictionary. The K-SVD is 

an iterative method that alternates between sparse coding of the examples based on the 

current dictionary, and an update process for the dictionary atoms to better fit the data [26].  

    Given the target template set 
1

{ }N

i i
Y y


 , Our objective function is  

                       
2

02 0,
min{ } ,

iD X
Y DX subject to i x T                                              (1) 

Where, X is the sparse coefficient set and 
i

x is the element in it.  

Sparse coding stage: This is a process that searches for sparse representations with 

coefficients summarized in X .The dictionary D is fixed in this stage and we random choose 

K  target templates as the atoms of the dictionary. Then, the problem in (1) can be decoupled 

to  
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02 0
1,2, ,min{ } ,

i i ixi

i N y Dx subject to i x T                                           (2) 

 

The system in (2) is underdetermined and does not have a unique solution for every
i

x . We 

solves the problem as an l1-regularized least squares problem, which has been known to 

typically yield sparse solutions [27].  
2

2 1
min i i iy Dx x                                                       (3) 

Where, 
2
and 

1
are the 2l norm and 1l norm respectively. 

The minimization task in (3) can be solved using the preconditioned conjugate gradients 

(PCG) algorithm in reference [28].  

Update process for the dictionary atoms: This stage is performed to search for a better 

dictionary. This process updates one column at a time, except the column 
k

d  ,all other 

columns in D  are fixed. The purpose is to find a new column 
k

d and new values for its 

coefficients that best reduce the MSE. 

In order to update the columns of the dictionary, we should rewrite the object function in (1) 

as following: 

                

2

22

2 2

2

( )
K

j k k

j T k T k k T

j k

Y DX Y d x d x E d x


                                                  (4) 

Where,
k

T
x  denotes the k-th row of X  and 

k
E is the error for all the N  templates when the k-

th column is removed.  

 In order to find alternative 
k

d and 
k

T
x  under the sparsity constraint, define 

i
  as the indices 

pointing to examples { }
i

y that use the column 
k

d ,namely, { |1 , ( ) 0}k

k T
i i K x i     .Then 

a matrix 
k

 can be constructed with ones on the ( ( ), )
k

i i  elements and zeros elsewhere. By 

multiplying the matrix, (4) can be rewritten as  
22

2 2

k R k

k k k T k k Rk
E d x E d x                                                      (5) 

Then, we can use SVD to find 
k

d  as the first column of U and 
k

T
x  as the first column of 

V multiplied by (1,1) . 
R T

k
E U V                                                       (6) 

Before getting the solution, it is necessary that the columns of D remain normalized and 

the support of all representations either stays the same or gets smaller by possible nulling of 

the terms. 
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Figure 1. Discriminative Character of the Dictionary, (a) Target Image, (b) 
Sparse Coefficients of the Target, (c) Reconstruction error of the Target Pixels, 

(d) Background Image,(e) Sparse Coefficients of the Background, (f) 
Reconstruction error of the Background 

The two processes will be continued until convergence, and then a discriminative 

dictionary D is gotten. If the target is represented on D , the reconstruction error of each pixel 

will be very small. If other thing is represented on it, the reconstruction error will be much 

larger. Figure 1 shows the discriminative character of the dictionary. Both the target and the 

non target are represented on the dictionary trained by the target templates. As can be seen in 

the figure, the reconstruction error of each pixel in the target is below 25 while that of the 

background is much larger. 

  

3.2 Appearance Model Inheriting for Target Handoff         

     Suppose we have known the handoff camera, the dictionary D  is transferred to the next 

camera before the target is being out of the view. Then, the target handoff is equivalent to the 

target detection in the first few frames in the next camera. We search the target exhaustively 

in the frame and extract target candidates. Each candidate is sparsely represented on the 

dictionary D . Then, it is reconstructed again by the dictionary D and the sparse coefficients. 

A confidence map can be obtained based on the reconstruction error using (7) for all the 

candidates and if the maximum value is above the threshold , then the corresponding 

candidate is considered as the target. The whole scheme is shown in Figure 2. 

                              
2
2( )

c Dx

S c e
 

                                                                          (7) 

Where, c is the candidate. 
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       Figure 2. Target Handoff by Appearance Model Inheriting, The Next Camera 
Inheriting the Dictionary and the Target Handoff is Equivalent to a Target 

Detection based on the Sparse Representation on the Dictionary       

3.3 Appearance Model Learning 

The appearance of the target varies from one camera to another. So we need update it in 

every camera after the target handoff process. When the tracking has been done, we save all 

the tracking results in this camera. If we only use the tracking results in the current camera to 

train the dictionary D using K-SVD method, the dictionary will change to adapt to the 

variations of the target in the current camera but it will forget the case in the former camera. 

So the tracking results in both former and current camera should all be used to train the 

dictionary D . However, it will be too time cost to transfer all the tracking results in the 

former camera to current one. Intuitively, only the representative results need to be 

transferred. So in this paper, we cluster the tracking results in the former camera and only the 

centers of the clustering are transferred to the current camera. Any clustering method can be 

used here and we use the ISODATA algorithm to achieve this clustering process. As an 

example, we show the clustering result for 290 tracking results and the centers in Figure 3.In 

these 290 frames the target walks along a circle. Then all the centers of the clustering of the 

tracking results in former camera and the tracking results in current camera are used as 

templates to train the dictionary using K-SVD method. We summarize the appearance 

modeling process in Figure 4. The updated dictionary will be transferred again to the next 

handoff camera for target handoff. 

 

 

 

 

 

 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol.7, No.5 (2014) 

 

 

Copyright ⓒ 2014 SERSC  131 

 

 

 

 
(a) 

 
 (b) 

Figure 3. Tracking Results Clustering, (a) Ten Clustering of 290 Tracking 
Results, (b) Centers of the Clustering 

 

Figure 4. Appearance Model Learning for Variations: after Learning, the 
Updated Dictionary D can Represent all the Target Variations in all Former 

Cameras and the Current Camera 

4. Experimental Results 

4.1 Target Handoff between Two Cameras 

In this experiment, we evaluate our method in a complex environment with two cameras.  

The two cameras are set in our building. Camera 0 can monitor the view around the door of 

the building and Camera 1 monitors the hall inside of the building. We show some 
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surveillance scenes and the relative locations of the two cameras in Figure 5. The green 

circles denote the two cameras. As can be seen, there is an overlapped FOV between the two 

cameras (Scene 4). In this experiment, a man walks along the red line and enters the building. 

Camera 0 tracks the man singly about 400 frames. Then the man enters scene 4 and target 

handoff is trigged. Using the appearance model transferred from Camera 0, the Camera 1 

detected the target in frame 407. Target handoff is achieved. Figure 6 demonstrates some 

examples in the whole process. 

 

Figure 5. Scenes and the Position Relationship between the Two 
Cameras around the Building 

 
(a) 

 

(b) 
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(c) 

 
(d) 

Figure 6. Target Handoff between the Two Cameras, (a) Frame 3, (b) Frame 
407, (c) Frame 428, (d) Frame 523 

 

Figure 7. Scenes and the Position Relationships for Three Cameras 

4.2 Target Handoff in Three Cameras 

  In this experiment, we test our method in a network that has three cameras. Figure 7 

shows the scenes and the position relationships for the three cameras. The cameras are set at 

the same side of the road and the FOV of them are non-overlapped. Camera 1 is under a tree 
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and the light is dark. While light in the Camera 2 and Camera 3 are much brighter. In our 

experiment, a woman walks along the road and crosses the three cameras from Camera 1 to 

Camera 3. When the woman is going to be out of the view of Camera 1, the dictionary trained 

by the tracking results and the centers of the clustering in Camera 1 are transferred to Camera 

2 for target handoff. After target handoff, Camera 2 begins to track the woman and all the 

tracking results are saved. Then, all the centers of the clustering of the tracking results from 

Camera 1 and the tracking results in Camera 2 are used as templates to update the dictionary. 

Finally, the updated dictionary and the centers of the clustering in Camera 2 are transferred to 

Camera 3 for target handoff. As can be seen in Figure 8, the target handoff is achieved 

accurately in Camera 2 and Camera 3. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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(e) 

Figure 8. Target Handoff among the Three Cameras: (a) Frame 
79,(b)Frame 180,(c)Frame 195,(d)Frame 300 (e) Frame 321 

5. Conclusion 

In this paper, we propose a novel idea for target handoff which is based on appearance 

model inheriting and learning. The appearance model is initialized by tracked target in the 

first camera using sparse representation. The next camera inherits the appearance model for 

target handoff and updates it with the variations after getting the whole tracking results. So do 

the following cameras. By the appearance model inheriting and learning, the appearance 

model will contains all the variations of the target  in the  different cameras  and can describe 

the target more and more precisely, which will make the target handoff more accurately and 

effectively. 
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