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Abstract

In this paper, we proposed a method to detect the rotation angle for the back side image of a container. Our technique consists of sorting the segmented characters according to the X axis, then detecting the segments belonging to the container number, after that, we divide the segments by groups having the same height, and finally the rotation angle of the image will be the average of the skewed angles related to each group. Our approach is robust, efficient and capable of handling any font and size of characters; regarding its complexity for an image having N lines and M characters, the worst CPU time usage and the worst memory usage is equal to O (NxM) while the network usage and disk usage for one image is O (1) which led –while using an old laptop- to a response time around 0.45 milliseconds to detect the rotation angle of an image when rotated from -45° to +45° with an precision error between ±0.2°. The high accuracy and the fast response time for detecting the rotation angle of container images make our approach suitable for online OCR critical applications.
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1. Introduction

Due to the incurred problems related to skewed images taken from real-life scenarios, many papers tackled this issue in order to detect and adjust the rotated images.

Skew is the alignment of lines of text with respect to the horizontal axis and can be either clockwise (positive) or anti-clockwise (negative) [1].

The skew of an image can be global (i.e., all the lines have the same orientation), multiple (i.e., different lines –or set of lines- have different orientations) or non-uniform (i.e., lines having wavy shape) [2, 3].

There are many different methodologies for detecting and correcting a skew in a given document or page but mostly every technique has some limitations (e.g., some techniques provide us speed but are only suitable for small text, other techniques provide us accurate results but are slow, and others are costlier in case they are good in speed and accuracy) [4]; it is worthy to note that, and as described in [5], the low accuracy in determining image rotation angle leads to an incorrect image processing results.
Due to the high importance of skew in document image processing, we will briefly list a summary of the available methods (knowing that some methods can be combined together in order to form other new methods): Projection Profile, Fast Fourier Transform, Hough Transform, Radon Transform, Wavelet Transform, Nearest Neighbor Clustering, Cross-Correlation, Piece-Wise Painting Algorithm, Transition Counts, Morphology, Histogram Analysis, Moments and other methods.

Worthy to note that, some degree of skew is inevitable when a document is scanned or a photo is taken manually or automatically; on the second hand, an image may appear slant due to the object position and orientation with respect to the camera and, it is almost impossible to take an undistorted image from a moving object; worthy to note that three possible kind of tilts may occur: horizontal, vertical and a combination of both [6].

Because it is very difficult -if not totally impossible- to prevent skew, it is therefore preferable to detect and correct the skew of the document image at the preprocessing stage in order to avoid the disturbance of skew to the further processing [7].

2. Context Description

Due to the high importance of containers in the shipping field, and in order to facilitate and accelerate trade (e.g., Customs gates, terminal operators gates, quays, …) by automatically recognizing the container number, and because a skewed image may create problems to many Optical Character Recognition applications, our proposed method focuses on detecting the skew and the orientation for the back side image of a container. Figure 1 illustrates an image taken for the back side of a container.

As shown in Figure 1, all the text lines in the container image are parallel in the horizontal direction and thus to detect the skew and orientation of such images, it will be enough to detect the skew and orientation of any line; to this end and in order to accelerate the whole process, we will confine our work to the interesting part of such images. Fig. 2 illustrates the interesting part of the back side container image -which always exist in the upper right area- where the first line contains the container number and the second line contains the container type.
Although ISO 6346 is an international standard that covers the identification of the containers, but there is no standard for other text properties (e.g., letters’ size, font, spaces between letters and numbers …).

Because the longer the text line is, the better the skew and orientation detection of an image will be, our approach will use the container number to detect the skew and orientation of the whole image.

3. Proposed Methodology

Our proposed method consists of a Preparatory phase and an Execution phase.

3.1. Preparatory Phase

The preparatory phase consists of relying on any existing character segmentation approach in order to retrieve the coordinates of the useful segments related to the interesting part of the back side container image [8-14], because all we need to execute our approach is, for each segment “i”, the upper-left coordinates (represented hereafter by $X_{i_{min}}, Y_{i_{min}}$) and the lower-right coordinates (represented hereafter by $X_{i_{max}}, Y_{i_{max}}$).

Worthwhile mentioning that, and in the most digital image processing, images are read from top to bottom and from left to right (e.g., as shown in Figure 3, the X and Y axes are little bit different than the normal ones).

![Figure 3. Coordinates for the Segment “i” which contains the Letter “S”](image)

3.2. Execution Phase

The execution phase is the kernel of our approach and, as described below, it is very simple and consists of:

- Container number segments detection
- Rotation angle calculation

In order to acquire the best response time, our approach consists of working all the time in the memory instead of going to any other computer peripheral.

3.2.1. Container Nmber Segments Detection: This phase is composed of the following three 3 sub-phases:

1) First character detection

All container numbers are written from left to right because they are Latin characters; and thus, in order to detect the first character, we will proceed as the followings:
- First, we sort the segments retrieved in the previous section (i.e., 3.1) according to their \(X_{\text{min}}^i\) value (where \(i\) goes from the first till the last segment), and therefore there will be no problem if the segments were scrambled (i.e., retrieved in any order);
- Second, we calculate for each segment “\(i\)” its center coordinates represented hereafter by \((X_{\text{avg}}^i, Y_{\text{avg}}^i)\), in the following way:
\[
X_{\text{avg}}^i = \frac{(X_{\text{min}}^i + X_{\text{max}}^i)}{2} \\
Y_{\text{avg}}^i = \frac{(Y_{\text{min}}^i + Y_{\text{max}}^i)}{2}
\]
- Third, the first segment in the array (i.e., the segment having the coordinates \(X_{\text{min}}^1, Y_{\text{min}}^1, X_{\text{max}}^1, Y_{\text{max}}^1\)) will be the first character of the container number; to generalize our approach which can be implemented in several different environments, we will represent the first character by \((X_{\text{first}}^1, Y_{\text{first}}^1, X_{\text{first}}^1, Y_{\text{first}}^1)\) because, and if in the following sub-phase we don’t succeed to find a second character belonging to the same line, the second segment of the sorted array will be considered as being the first character in its line, and so forth till finding two segments belonging to the same line.

2) Second character detection

Having detected the first character of the container number line, we will enter the loop having the index \(i\) that goes from the segment that directly follows the “first” character till the last segment of the sorted array, looking for the first occurrence of a segment meeting the following criterias:
\[
Y_{\text{min}}^i \leq Y_{\text{first}}^i \leq Y_{\text{max}}^i \quad \text{or} \quad Y_{\text{min}}^i \leq Y_{\text{first}}^i \leq Y_{\text{max}}^i
\]

Having retrieved the first and the second segment (the second segment will be represented hereafter by \(X_{\text{second}}^i, Y_{\text{second}}^i, X_{\text{second}}^i, Y_{\text{second}}^i\)) of the container number, we will calculate the slope \(S\) related to these two characters as being:
\[
S = \frac{(Y_{\text{second}}^i - Y_{\text{avg}}^i)}{(X_{\text{second}}^i - X_{\text{avg}}^i)}
\]

As illustrated in the Figure 4 and in the Figure 5, a slope can be positive or negative (the slope is equal to zero if the line is parallel to the X axis).

**Figure 4. Line having a Positive Slope**
3) Other characters detection

Still being in the same loop, we continue from the segment directly after the last retrieved one (the last retrieved segment - represented hereafter by \(X_{\text{last min}}, Y_{\text{last min}}, X_{\text{last max}}, Y_{\text{last max}}\) is initially the “second” segment) looking for the next segment belonging to the container number (represented hereafter by \(X_{\text{next min}}, Y_{\text{next min}}, X_{\text{next max}}, Y_{\text{next max}}\)). The next segment will be the segment crossed by the line which passes by the center of the last retrieved segment and having the slope \(S\); after retrieving the next character, we will adjust the previously calculated slope \(S\) as being the average of all the previously calculated slopes.

Finally, we start over looking for the remaining segments of the container number \((i.e., 3.2.1.3)\); to generalize our approach, we will continue looking for the remaining segments belonging to the same line, and if at the end of this process, the total number of segments is below a certain threshold, we will restart the Execution Phase \((i.e., \text{Section 3.2})\) again while disregarding the segments previously selected.

N.B.: It is important to note that:

a. The equation of the line passing by the center of the last retrieved character \((X_{\text{last avg}}, Y_{\text{last avg}})\) and having the slope “\(S\)” is equal to:

\[ Y = S(X - X_{\text{last avg}}) + Y_{\text{last avg}} \]

b. The line \(L\) passing by the center of the last retrieved character \((X_{\text{last avg}}, Y_{\text{last avg}})\) and having the slope \(S\) crosses the segment “\(i\)”, if:

- In case the slope is positive, the line \(L\) passes by/below the upper-right coordinates of the segment “\(i\)” \((i.e., \text{by/below} X_{\text{max}}, Y_{\text{min}})\) and by/above its lower-left coordinates \((i.e., \text{by/above} X_{\text{min}}, Y_{\text{max}})\), which means:

\[ Y_{\text{min}} \leq S(X_{\text{max}} - X_{\text{avg}}) + Y_{\text{avg}} \quad \text{and} \quad Y_{\text{max}} \geq S(X_{\text{min}} - X_{\text{avg}}) + Y_{\text{avg}} \]

Figure 6 illustrates this case.
Figure 6. Example of a Line having a Positive Slope and crossing a Segment

-In case the slope is negative or equal to zero, the Line L passes by/below its upper-left coordinates \((X_{i\text{ min}}, Y_{i\text{ min}})\) and by/above its lower-right coordinates \((X_{i\text{ max}}, Y_{i\text{ max}})\), which means:

\[
Y_{i\text{ min}} \leq S(X_{min} - X_{\text{last avg}}) + Y_{\text{last avg}} \quad \text{and} \quad Y_{i\text{ max}} \geq S(X_{max} - X_{\text{last avg}}) + Y_{\text{last avg}}
\]

3.2.2. Rotation Angle Calculation: The height of the characters changes after being rotated, and even worse, the height of many characters will be different when rotated by the same angle but in an opposite orientation; Figure 7 shows a letter F having initially a height of 12 pixels when the image is not rotated (leftmost F), a height of 14 pixels when the image is rotated by \(-30^\circ\) (the middle F) and a height of 11 pixels when the image is rotated by \(+30^\circ\) (rightmost F).

Figure 7. Different Heights for the Same Character after being Rotated

To achieve the best rotation angle detection, we will proceed as the following:

1) We categorize the container number segments by groups having the same height; it is worthy to note that groups having just one segment are discarded because no slope can be calculated and there is a high probability to be subject to distortion;

2) We calculate the slope related to each group as being the slope between the first and the last segment (according to the X axis) of the group, then we calculate their average;

3) The arctangent of the previously calculated average will be the rotation angle of the image.

4. Flowchart

Figure 8 illustrates the whole flowchart of our proposed method.
5. Experiments

Our proposed method was initially designed to detect the rotation angle for skewed back side container images and it succeeded to return very good results regarding its performance and accuracy.

We tested our approach on 100 containers randomly selected among 100 different companies; The result of our experiments returned a response time around 0.45 milliseconds while using a laptop having a 2.00 GHz processor and 2 GB of RAM, which makes our proposed method very convenient and highly desirable for real-time applications; on the other
hand, our approach was very accurate because it returned an error between ±0.1° for an image rotated between ±15° (i.e., an average accuracy equals to 99.34%), and an error between ±0.2° for an image rotated between ±45° (i.e., an average accuracy equals to 99.56%).

It is worthy to note that the existence of spaces before or in the middle of the container number doesn’t have any negative effect on the result.

We will illustrate in the Figures 9, 10 and 11 some samples from our experimental results. To make the figures more readable, each figure will contain two parts where the upper one represents the rotated image and contains two lines (the first one represents the Container Number and the second one represents the Container Type) and the lower part of the image represents the result (i.e., elapsed time and detected skew angle).

![Figure 9. Image rotated by -45°](image1)

![Figure 10. Image rotated by -15°](image2)

![Figure 11. Image rotated by +25°](image3)

Finally, we would like to highlight that our proposed method can tolerate and deal with distorted segments, subject to bad image quality or due to image filtering, because we designed our approach in a way that all the segments -part of the container number- and having the same height, are grouped together then, the average of all the slopes is taken into consideration, while disregarding all the groups having one segment.
6. Application Field

Although this paper was intended to detect the rotation angle of images taken for the backside of a container, but it can also be implemented to detect the rotation of the front – Figure 12-, back –Figure 1-, left, right or the top side of any container image; worthy to note that it can also be used for other kind of images (e.g. Container owner name –Fig. 13- and vehicle plate number –Fig. 14-).

Figure 12. Container front Side

Figure 13. Image Showing the Owner of the Container

Figure 14. Vehicule Plate

7. Related Works

In this study, we will present some excerpts of similar works as mentioned in other papers.

a) In [15], the authors presented a comparative study between different methodologies where they illustrated the accuracy and the average time for images skewed from 1° to 25°.

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Accuracy</th>
<th>Average time (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Projection profile technique</td>
<td>99%</td>
<td>2.83</td>
</tr>
<tr>
<td>Peaks and valleys analysis</td>
<td>99.09%</td>
<td>1.96</td>
</tr>
<tr>
<td>Connected component analysis</td>
<td>99.5%</td>
<td>2.55</td>
</tr>
<tr>
<td>Radon transform</td>
<td>100%</td>
<td>0.1404</td>
</tr>
<tr>
<td>Fast Fourier transform</td>
<td>100%</td>
<td>29.36</td>
</tr>
<tr>
<td>Horizontal projection profile+Hough transform</td>
<td>99%</td>
<td>0.8644</td>
</tr>
</tbody>
</table>
Wavelet transform+Hough transform & 99.6% & 0.56 \\
Hough transform & 99.6% & 0.59 \\
Gabor filter + Radon transform & 100% & 1.5288 \\

b) In [7], the authors presented the mean error and the standard deviation for three methods after being applied to images skewed between -3.8° and 4.2°.

<table>
<thead>
<tr>
<th>Skew angle (Degree)</th>
<th>Hough transform method</th>
<th>Cross correlation method</th>
<th>Cao method (based on straight-line fitting)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3.8</td>
<td>-4.0</td>
<td>-3.82</td>
<td>-3.85</td>
</tr>
<tr>
<td>-2.8</td>
<td>-2.9</td>
<td>-2.89</td>
<td>-2.78</td>
</tr>
<tr>
<td>-1.8</td>
<td>-1.9</td>
<td>-1.83</td>
<td>-1.79</td>
</tr>
<tr>
<td>-0.8</td>
<td>-1.1</td>
<td>-0.74</td>
<td>-0.86</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0</td>
<td>0.10</td>
<td>0.02</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1</td>
<td>0.10</td>
<td>0.23</td>
</tr>
<tr>
<td>1.2</td>
<td>1.0</td>
<td>1.07</td>
<td>1.22</td>
</tr>
<tr>
<td>2.2</td>
<td>2.1</td>
<td>2.27</td>
<td>2.19</td>
</tr>
<tr>
<td>3.2</td>
<td>3.0</td>
<td>3.09</td>
<td>3.20</td>
</tr>
<tr>
<td>4.2</td>
<td>4.1</td>
<td>4.13</td>
<td>4.21</td>
</tr>
<tr>
<td>Mean error</td>
<td>0.15</td>
<td>0.068</td>
<td>0.029</td>
</tr>
</tbody>
</table>
| Standard deviation  | 0.06707                | 0.03944                  | 0.02601                                  \\

Also in [7], it is mentioned that the average skew detection time of their method is 1.26 seconds, while Hough transformation method is 22.3 seconds and the cross correlation method is 4.52 seconds.

c) In [16] and for images skewed from 1° to 20°, the authors presented the error of their proposed approach according to the actual skew angle.

<table>
<thead>
<tr>
<th>Actual Skew Angle</th>
<th>Error Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.03</td>
</tr>
<tr>
<td>5</td>
<td>-0.17</td>
</tr>
<tr>
<td>10</td>
<td>-0.45</td>
</tr>
<tr>
<td>20</td>
<td>-0.05</td>
</tr>
</tbody>
</table>

d) In [17], the authors observed that 515.16s are required to estimate the skew angle when they employed Hough Transform (HT) for whole image of size 512x512, a time of 35.41s when they applied HT-based method of Le et al., a time of 30.07s when they employed the HT-based method of Pal&Chaudharys and a time of 10.35s when they employed their method that does not involve HT; the authors also presented the skew angle estimation for their method when applied to images skewed from 3° to 30°.
True angle | Skew angle estimation (may vary according to the used dpi)
--- | ---
3 | 3.74
5 | 5.59
10 | 10.58
20 | 20.59
30 | 30.56

e) In [18], Chou and colleagues limited searching for the skew range between ±15°.
f) In [19], all the documents of the datasets were randomly rotated in 10 different angles, ranging from -15° to +15°.
g) In [20], a simple method based on skew detection on the polygon center of gravity is proposed with an accuracy up to 87%.
h) In [21], it is mentioned that the cross-correlation method is suited for small skew angles up 10°, the simplest method based on the polygon gravity centers for skew estimation has an accuracy lower than 87%, the absolute error for the algorithm without dilatation for the single-line test is below 0.3° for a 300dpi image, below 0.2° for a 50dpi image and below 0.6° for a 25dpi image.
i) In [22], it is mentioned that the average processing time is 77.998 milliseconds when CAM-based architecture is implemented and 128.367 milliseconds when RAM-based architecture is implemented.
j) In [23], it is mentioned that the average deviation error is estimated within two degrees from the true angle.
k) In [24], it is mentioned that the Rotation from -5° to 5° presumed an error deviation of 0.2°
l) In [25], it is mentioned that the average deviation error of the skew corrected text lines is from -3° to +3°
m) In [26], it is mentioned that the skew angle error varies from 0° to 0.6°

8. Future Work and Conclusion

Our approach consists of detecting the rotated image angle in fast and accurate manner and thus, it is suitable for on-line OCR applications. Our approach was intended for detecting the rotation angle of an image taken for the back side of a container, so it was designed to read any font and letter size but having the same height (for a non rotated container image) and thus, further enhancements should be applied to deal with capital and small letters belonging to the same line; the second issue that needs further research is to calculate the skew of a document image having multiple orientations for different lines (or set of lines).
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