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Abstract 

In this paper a novel face recognition approach based on Adaptive Principal Component 

Analysis (APCA) and de-noised database is produced. The aim of our approach is to 

overcome PCA disadvantages especially the two limitations of discriminatory power poverty 

and the computational load complexity, by producing a new adaptive PCA based on single 

level 2-D discrete wavelet transform using Daubachies filter mode. All face images in ORL 

database are transformed to JPG file format and are de-noised by Haar wavelet at level 10 of 

decomposition; the goal is to exhibit the advantage of wavelet over compressed JPG files 

instead of using origin PGM file format. As a result , our adaptive approach produced good 

performance in raising the accuracy ratio and reducing both the time and the computation 

complexities when compared with four other methods represented by standard statistical 

PCA, Kernel PCA, Gabor PCA and PCA with Back propagation Neural Network (BPNN).  

 

Keywords: Face recognition approach, De-noised Database, PCA, APCA, Wavelet 

Transform 

 

1. Introduction 

Face recognition has many applicable areas. Moreover, it can be classified into face 

classification, face identification or gender classification. The most important purposes of 

face recognition can be applied in many security criteria’s such as video content indexing, 

personal identification in airport, ID card and driver’s license, mug shots matching and 

entrance security. The Principal Component Analysis (PCA) is one of the most common 

techniques that have been applied in face image recognition and compression. PCA is a 

statistical method under the wide title of factor analysis. The main goal of PCA is to minimize 

the large dimensionality of the data space to the small intrinsic dimensionality of feature 

space, which is needed to describe the data computationally. This is the case when there is a 

strong correlation between large dimensionality. The works which PCA can do are prediction, 

redundancy removal, feature extraction and data compression. Because PCA is a conventional 

technique which can work in the linear domain and can be applied to many application that 

have linear models such as  image processing, pattern recognition ,signal processing ,system 

and control theory, and communications [1, 2]. 

The aim of this paper is to produce a novel face recognition approach based on single level 

2-D discrete wavelet transform with high accuracy ratio and a little complexity in both terms 

of time and computational loads; this can be done by finding a specific features in wavelet 

domain rather than the statistical representation of the covariance matrix in linear domain; 

and this will lead to higher recognition accuracy rate and faster performance than that of 
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standard mathematical PCA. The purpose of this approach is important and can be trusty 

applied in face identification systems in airport or visa processing and many different security 

offices since it allows recognizing of human face in real time with high accuracy ratio. 

Section 2 describes the related work, Section 3 describes background to PCA eigenface 

and wavelet transform, Section 4 describes the framework and the structure of the proposed 

approach, Experiments and results are shown in Section 5, the discussion is described in 

section 6 and finally the conclusions are described in Section 7. 

 

2. Related Work 

Face recognition has been an important research area in the computer vision and pattern 

recognition systems especially in the last two decades. Many researches focused on face 

identifications based on PCA. The well known eigenface system was developed in 1991 by 

M.A Turk and P. Alex [3] who gave the basic idea of PCA and produced a real time 

Eigenfaces system for face recognition using Euclidean distance. 

In 1996 Mao [3, 4-8] uses PCA and Nearest Neighbor Classification (NN) with 85% 

recognition rate or Minimum Distance Classification (MD) with 77% recognition rate. While 

Lawrence [8] find it 83%. Kyungnam Kim [1] did many experiments with different sets of 

training image by using well-known face database of AT&T Laboratories which contains ten 

different images each of 40 distinct subjects. Although the face recognition results were 

acceptable, the system only using eigenfaces might not be applicable as a real system. 

In 1997, PCA was also applied for dimension reduction for linear discriminate analysis and 

the algorithm named fisherface was developed. After that, PCA has been extensively 

employed in face recognition technology [9]. 

In 2003 also Kaewpijit, et al., [10] found the using of PCA in remote sensing system is 

expensive and its global nature is time consuming, so that they proposed spectral data 

reduction in addition to PCA dimension reduction using automatic wavelet decomposition. 

This is due to the essential characteristic of wavelet transforms keeps the high and the low 

frequency features, therefore covering all peaks and valleys found in typical spectra. 

Compared to PCA, for the same level of data reduction, they proved that automatic wavelet 

reduction precedes comparable classification accuracy for hyper spectral data, while 

producing substantial computational savings. 

In 2004 Ye, et al., [11] produced a dimension reduction method, named Generalized 

Principal Component Analysis (GPCA), the proposed method worked by projecting the 

images to a vector space that is product of two lower-dimensional vector spaces, the 

experiments applied on databases of face images with the same storage amount, they found 

that GPCA is superior to PCA in terms of query precision, quality of the compressed images 

and computational cost.  

In 2009 and 2010 Struc and N. Paveˇsi´c [12, 13] designed face recognition toolbox in 

Matlab 7.0 called it PhD-toolbox, they used real image data and classified face images based 

on PCA and the nearest neighbor classifier in [14] by using matching score calculation the 

Mahalanobis cosine similarity 'mahcos' distance in [15] and they find the PCA recognition 

rate equal to 66.07% recognition rate for 400 face image. 

In 2012 Saurabh, et al., [16] found increasing the number of images and the variety of 

sample images in the covariance matrix increases the recognition rate however noisy image 

decrease the recognition accuracy. They found the size of image is not important for a PCA 

based face recognition system and A. O. Titilayo, et al., [17] modified PCA by performing 

image projection before applying PCA on the image, named Optimal PCA aimed to reducing 

the dimension of the covariance matrix involved in PCA. The results of evaluation between 

both algorithms based on black faces displayed that OPCA and projected combine PCA gave 
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recognition accuracies of between 96% - 64% and between 95% - 60% respectively but not 

consider the  time cost .   

Many of researchers also tried enhancing the face recognition system by reducing the face 

image dimensionality by PCA and classified the face images of PCA with other systems or 

techniques such as PCA Convolution network produced by Sim [18] with 78% recognition 

rate. PCA with back propagation neural network (BPNN) produced by Abul Kashem, et al., 

[19] they used only 200 images from 400 face images in ORL face database , their system 

gave 85.5% accuracy ratio and the execution time reach to 71 seconds. 

In our work we proposed enhancement to the PCA method itself instead of support PCA 

with other networks or techniques and we took in our consideration the raising of accuracy 

ratio and reducing both of time complexity and computational complexity by producing a 

novel face recognition approach based on wavelet transform. 

 

3. Background 
 

3.1. Principal Component Analysis 

The main principal of using PCA for face recognition is to extract the large 1-D vector of 

pixels constructed from 2-D image into the compact principal components of the feature 

space; this process is called eigenspace projection. Eigenspace is calculated by detecting the 

eigenvectors of the covariance matrix derived from a set of images (vectors) [2]; we can 

summarize it in the following steps: 

1. Obtain face images I1, I2... IM (training faces). 

2. Represent every image Ii as a vector xi. 

3. Compute the average face  


M

i ix
M

1

1
  

4. Subtract the mean face 
iii

x   

5. Compute the covariance matrix AA
TT

nnM
C  

1
 

6.  Compute the eigenvectors ui of AA
T
: 

a. Consider matrix AA
T
 as a M× M matrix. 

b. Compute the eigenvectors vi of AA
T
 such that: 

A
T
Avi →µiVi → AA

T
AVi = µ iAvi → Cui = µ iui   where µ i =Avi 

c. Compute the µ best eigenvectors of AA
T
: µ i= Avi 

7. Keep only K eigenvectors by select those vectors with the largest values : 
 

For dimension reduction, K (where K< N), N is the number of pixels in the face image, the 

eigenvector U=[u1,u2,…,uk] corresponding to the largest eigenvalues of the covariance matrix 

C are selected as eigenvectors (eigenfaces). For example to reduce the dimension of training 

samples Y, where Y=[y1,y2,…,yM], We compute  , and , for class identification a 

probe image xt is projected on U to obtain a reduced vector . A response vector of 

length C, R(xt)=[r1, r2,…,rC] is calculated by measuring distances from the probe to the 

nearest training samples from each class. 
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3.1.1. Normalization: A feature is normalized by scaling its values to a small specified range, 

such as 0 to 1. The normalization step is applied to prevent features with large ranges from 

superiority features with smaller ranges. Min-max normalization has a linear transformation 

on the original data. Assume the min and max are the minimum and the maximum values for 

feature. Min-max normalization transforms the value v of A to v’ in the range [newmin, 

newmax] by computing [2]: 

v
’
=(v-min(a))(max(a)×min(a))×(newmax-newmin)+new                   (1) 

3.1.2. Eigenface Matching: Let X and Y are two feature vectors of spectral eigenface where, 

xiX, yiY, i=1…n, and to calculate the degree of association, the correlation distance is 

defined as [2]:  

R=1-r                                                                  (2) 

This is given by the formula [2]: 

 








22
)()(

))((
),(

yyxx

yyxx
yxr

ii

ii

                                           (3) 

Where: x is the mean of vector X, and y is the mean of the vector Y. 

The correlation distance determines the original query sample; it is suitable to verify the 

input face image by a pre-defined threshold value T. If the value R is smaller than threshold 

T, R<T, then the holder of the query sample is declared as a subject X. Otherwise, the query 

sample is classified as a forged subject. 

 

3.2. 2-D Discrete Wavelet Transform  

The discrete wavelet transform (DWT) is a mathematical technique that decomposes a 

signal into a set of multi-scaled wavelets. Since DWT has many useful characteristics can be 

applied to various scientific applications, such as those of image and video processing, speech 

processing, numerical analysis, and pattern recognition [20, 21]. 

The wavelet is used to decompose the image into subbands of wavelet transform each one 

with different coefficients. An image, which is a two dimensional signal, is decomposed using 

the two dimensional wavelet tree decomposition algorithm. The original image is processed 

along the X and Y direction by L0-D and HI-D filter bank which is the row representation of 

the original image. It is decomposed row-wise for every row using one dimension 

decomposition algorithm to produce two levels of Low (L) and High (H) components 

approximation. The term L and H refer to whether the processing is low pass or high pass 

filters. Because of the down sampling process that is performed on the L and H image gives 

matrices are rectangular of size (N ×  N/2) matrices which is again transposed and 

decomposed to obtain four (N/2 ×  N/2) square matrices. The down sampling that performs on 

these matrices will generate LL, LH, HL, and HH components. Each of these components 

corresponds to four different wavelet sub band. The LL component called the approximation 

function component decomposed to obtain further details of the image; the other wavelet 

components called (CA, CD horizontal, CD vertical, CD diagonal) can also be decomposed 

further [22,23]. 

To find the Correlation implementation using wavelet transform, Let X, and Y be data sets 

such that, correlations based WT is defend as: take WT of X, and WT of Y, multiply one 

resulting transform by the complex conjugate of the other, and inverse transform the result 

product such as [2]: 
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Corr(X, Y)=ΙWΤ(WT(X)×WT(Y)                                  (4) 

4. The Framework of the Adaptive Approach 

The proposed approach has the following block diagram as shown in Figure 1: 

 

 

Figure 1. The Adaptive Approach Block Diagram 

4.1. The Proposed APCA 

The proposed idea of applying the wavelet transform in the implementation of Eigenface is 

done by the using of a single-level two-dimensional wavelet decomposition in the 

implementation of the covariance matrix , as an alternative of conventional ideas of 

converting the intensity of the image face data into the spectral domain, followed by applying 

the Eigenface. The proposed idea is called as Adaptive Principles Components Analysis 

(APCA) based Wavelet Transform. 

The covariance matrix can be computed by using the wavelet transform (WT) as follows: 

WT the two datasets, multiply one resulting transform by the complex conjugate of the other, 

and inverse transform the product [9]. 

Here are the steps to computing these Eigenfaces: 

1. Obtain face images I1, I2... IM (training faces). 

2. Represent every image Ii as a vector xi. 

3. Compute the average face  


M

i ix
M

1

1
  

4. Subtract the mean face 
iii

x   

5. Compute the covariance matrix using a single-level two-dimensional wavelet with 

Daubechies filters mode (db1, db2, db6, db10). 

C=IWT (WT( )WT(
T
))=AA

T
                                            (5) 
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a. [cA1,cH1,cV1,cD1]=dwt2( ,‘Daubechies filter type’) 

b. [cA2,cH2,cV2,cD2]=dwt2( ,‘Daubechies filter type’) 

c. C=Idwt2(cA1×cA2,cH1×cH2,cV1×cV2,cD1×cD2,‘Daubechies filter type') 

6. Compute the eigenvectors ui of AA
T
: 

a. Consider matrix AA
T
 as an M× M matrix. 

b. Compute the eigenvectors vi of AA
T
 such that: 

A
T
Avi →µ iVi → AA

T
AVi = µ iAvi → Cui = µ iui Where µ i =Avi 

c. Compute the µ best eigenvectors of AA
T
: µ i= Avi 

7. Keep only the largest K eigenvectors of covariance matrix C. 

 

4.2. The Proposed De-noised Database by Haar Wavelet Filter 

The original Image database consists of a collection of faces taken between April 1992 and 

April 1994 at the Olivetti Research Laboratory (ORL) in Cambridge, United Kingdom. This 

collection included 10 different images of 40 distinct subjects. The images were picked at 

different times with varying luminance and facial expressions “open/closed eyes, smiling/ 

non-smiling “and facial details “glasses/no-glasses. All the images are taken against a dark 

homogeneous background and the subjects were in up-right, frontal position “with acceptance 

for some side movement”. The image files were in Portable Gray Map (PGM) format, with a 

size 92x112, 8-bit grey levels [24, 25]. 

In our work all images are transformed to JPG format and de-noised by Haar wavelet at 

level 10 of decomposition, the reason that we transform the whole image database to JPG 

format that we seen from previous experiments that the de-noised JPG image gave the highest 

recognition rate when we applied it on the original PCA, since by this experiment we evaluate 

the effect of JPG, BMP, TIFF, PNG and GIF file formats on raising the face recognition ratio 

in some face recognition methods such as PCA, Linear Discriminate Analysis (LDA), Kernel 

PCA (KPCA) and Kernel Fisher Analysis (KFA). The following Steps were done on the 

original AT&T ORL database: 

1. Load original faces database of PGM file format. 

2. Convert all face images to JPG file formats 

3. Choose Haar wavelet filter with ten level of decomposition. Then compute the 2D-

DWT of the noisy image. 

4. Threshold the non-LL subbands. 

5. Perform the inverse wavelet transform on the original Approximation LL-subband 

and the modified non-LL subbands for each face image in the database. 

6. Keep the new JPG de-noised database. 

Figure 2 shows a sample of images from original ORL database and Figure 3 shows a sample 

of image de-noised by Haar wavelet at level 10 of decomposition. 
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Figure 2. Sample of Face Images from the ORL Face Database 

 

Figure 3. Sample of Faces de-noised by Haar Wavelet at Level 10 of 
Decomposition 

5. Experiments and Results 

The proposed APCA is tested using a set of faces in the proposed database. The number of 

faces in the database is 400 images as in the origin ORL database; in our experiments we take 

200 images (5 for each individual) as test image and the other 200 image as training Set to 

find the matching accuracy ratio for APCA and compared it with the original matching 

accuracy ratio of PCA on ORL database, Table 1 shown the result of APCA when the 

covariance matrix implemented in discrete wavelet transform with different types of filters 

mode (db1 or Haar, db2,db6 and db10) filters. The experiments also tested the original PCA 

and the proposed APCA with original ORL database of PGM image file format and with JPG 

file formats both tests is done before and after the Haar wavelet de-noising process at level 10 

of decomposition implemented on these databases. 

Table 1. Accuracy Ratio of the Original PCA and the Adaptive PCA with and 
Without de-noising 

Database type 
Std. 
PCA 

APCA based WT 

db1 db2 db6 db10 

Without 
de-noising 

PGM 77% 76% 77.5% 77.5% 77% 

JPG 82% 83.5% 83% 83% 84% 

After 
de-noising 

PGM+WT 74.5% 75% 75.5% 75.5% 75.5% 

JPG+WT 83.5% 84.5% 85 % 84.5% 85.5% 
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Table 2. Comparison in Accuracy Ratio and Computation Time among Different 
Methods on Original PGM ORL Database and our Approach (APCA on JPG de-

Noised ORL Database) 

In the Table 2, we computed the time of calculating the accuracy ratio to 200 face images 

in Standard PCA, PCA using Mahalanobis cosine similarity, Kernel PCA methods and Gabor 

PCA in [12-13] and compare it with the time of implementation of APCA when the same 

number of images is used from ORL database. And as shown our proposed approach (the 

adaptive PCA using db10 with de-noised database) is better than the other methods because 

it’s produced high accuracy ratio equal to 85.5% which is equivalent to the result of PCA 

with back propagation neural network (BPNN) in [19] but reduced the time to only 5 seconds 

rather than 71 sec. 

Table 3. Time Computation of the Original PCA and the Proposed APCA with 
Different Daubechies Wavelet Filters on the Proposed Database 

Method 
PCA 

on ORL 
database 

APCA on proposed database 

db1 db2 db6 db10 

Times in 
seconds 

5.6043 4.5242 4.6592 4.9871 5.2903 

From the result of Table 1 we can observe that the transformation of face images from 

PGM to JPG file formats increased the matching accuracy ratio of both the PCA (82%) and 

the proposed APCA (84%), and the implementation of Haar10 wavelet failed to raise the 

accuracy ratio for the original PCA and its reduced from (77% to 74.5%) , but it produced the 

highest result with our proposed database on both the PCA and APCA to give the best result 

when the covariance matrix is computed in discrete wavelet transform by db10 filter mode to 

reach to (85.5%).In addition to the increasing of the accuracy ratio of our proposed methods it 

is also highly optimized for precision computations and allows fast computing even for 

reasonably computer specification of (Core i3, 2.40GHz) as shown in Table 2 and Table 3. 

To explain the difference in feature extraction process between the proposed APCA and 

PCA, we take a sample of 20 images from the proposed database as shown in Figure 4, and 

the mean for the two methods are shown in Figure 5. A min-max normalization is applied 

firstly to normalized the feature vector in range [0,1], then the covariance matrix is computed 

in APCA is (92×112×20) and the size of the projected image is 20×20 since there is 20 

eigenface vector with 20 eigenvalue (one value for each sorted eigenvector) as shown in 

Figure 6 while in PCA we found it has the same covariance matrix but the projected image is 

19×20 (number of image-1 with 19 eignvalue), Figure 7 shows the eigenspace of origin PCA 

when applied on proposed database. 

Method Method Used 
No. of 
Image 

Time of 
execution in 

second 
Accuracy 

Standard PCA PCA 200 5.6043 77% 

Struc[12-13] PCA + Mahcos 200 7.8519 76% 

Struc[12-13] Kernel PCA 200 6.3767 45% 

Struc[12-13] Gabor PCA 200 87.5211 70% 

Abdul kashem [19] PCA+BPNN 200 71 85.5% 

Our approach APCA 200 5.2903 85.5% 
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For eigenface matching, a correlation distance is computed between two spectral eigenface 

feature vectors, and it is easy to verify the input pattern using specific threshold, in our 

proposed PCAWT we used the same threshold that used by Mohed Zubair Saifi where (T > 

0.5×10
8
) for code written in PCA based face recognition system for feature extraction 

process, and for the calculation of the accuracy ratio we used (T<0.9) for both standard PCA 

and APCA , then the accuracy ratio is compared as shown in Table 1. 

 

 

Figure 4. Sample of Face Images from our De-Noised Database (JPG+WT) 

 

Figure 5. Mean Faces 

 

Figure 6. 20 Eigenfaces in APCA for 20 Faces from our Proposed Database 
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Figure 7. 19 Eigenfaces in PCA for 20 Faces from PGM ORL Database 

6. Discussion 

In this Section we will discuss the process of feature extraction based wavelet domain, 

since the wavelet transform are very important tools, which are widely used in feature 

extraction in many fields such as image compression and de-noising applications. Wavelets 

are mathematical functions which give different frequency components of data. The 

advantages of WT are good in both time and frequency localizations. In our work we exhibit 

these advantages in both image frequency analysis and image decomposition and we applied 

them on PCA because of the following reasons [26]:  

• The resolutions of the images can be reduced by decomposing an image using wavelet 

transform and working on a lower resolution image, this will reduce the computational 

complexity.  

• WT provides local information in both spatial domain and frequency domain. 

Feature extraction is the most important Step in face recognition. The main aim of feature 

selection is to pick an optimal subset of features from a given space; this will lead to high 

classification performance. In the eigenspace, all the eigenvectors are not equally informative. 

We found as in [27] that different eigenvectors include different kind of information and the 

appearance of the eigenvalues order specify the importance of eigenvectors, this order is not 

always appropriate to describe the data. For example, the first eigenvectors seem to include 

lighting while other eigenvectors seem to include features such as glasses or moustaches. 

Although many of the eigen features are very common for face recognition, they might 

actually baffle the classifier in other applications. In our work, we used the Daubechies 

wavelets, the reason is, because Daubachies filters are widely used in solving a broad range of 

problems, for example self-similarity properties of a signal or fractal problems, signal 

discontinuities for choosing of the eigenvectors and to select a good subset of eigen features 

in order to enhance face recognition performance, as a result reduces the computation 

complexity and also increases the recognition rate. 

 

7. Conclusions 

This paper subjected a new face recognition approach based on adaptive PCA in wavelet 

domain and de-noised database by Haar wavelet filter. In our approach, we investigated the 

ability of implementing the eigenfaces in the frequency domain by using wavelet transform 
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with Daubechies filter mode as a method to recognize the face in human identification 

system. The conclusions can be summarized as follow:  

 The using of Haar wavelet at level 10 over JPG rather than PGM file format of face 

images has the main reason to enhance the matching accuracy ratio of face images when 

compared to the original PCA on original ORL database because the flexibility of wavelet 

transform over compressed file images like the JPG file format, and Daubachies 10 is proved 

to be the best filter mode; since one of the major advantages of wavelet based eigenfaces 

recognition scheme is the ease of implementation.  

 Recognizing face images in real time systems with high accuracy performance can be 

worthily used for security applications such as human identification systems in airports, visa 

processing, ID card verification, driver license, police office for verifying criminals and 

monitoring systems. 

 Our proposed de-noised database not only contributed in getting high accuracy ratio in 

our adaptive PCA, but it is also contributed in raising the accuracy ratio in some methods that 

used in our experiments such as standard PCA, PCA+Mahcos, KPCA and Gabor PCA to 

reach to 82%, 80%, 52% and 90% respectively, which is higher than the accuracy ratio 

indicated in Table 2 when these methods implemented on original ORL database. 
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