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Abstract 

The fuzziness and randomness of decision table affect hugely on the performance of 

knowledge acquisition in rough set. In order to reduce their influence, a novel reduction 

algorithm based on grey relational analysis is proposed. In the algorithm, every value of 

decision table is converted to the same domain. Moreover, on the basis of grey relational 

analysis, the grey relational matrix for the converted decision table is constructed to describe 

the equivalence relations between samples of decision table. Finally, the samples with the 

same similar level are adopted as the coarser granularity. The experiments fully show that 

the reduction decision table achieved almost the same recognition rate with less than one 

tenth of the former conditions. It fully shows the effectiveness of the algorithm. 
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1. Introduction 

Decision Table is an essential tool for knowledge acquisition in rough set [1], which is 

widely used in different fields such as machine learning, data mining and so on [2, 3].  
The fuzziness and randomness of decision Table affect hugely on the performance of 

knowledge acquisition in rough set. In order to reduce their influence, many scholars have 

done a great deal of research, but most of these are mainly focused on the reduction of 

decision Table attributes [4-7]. In the paper [8], the redundant samples is extracted by radix 

sorting in the typical rough set attribute values, which is based on the equivalence relations of 

strict attribute values matching. While in real world, the attribute values of decision table 

mostly are continuous values. It’s difficult for equivalence relations of typical rough set to 

divide the samples. The paper [9] simplified the decision table by the Boolean attribute 

discernibility matrix, but it can only deal with the situation when the value of attributes is 

integer type. The paper [10] designed a heuristic function to calculate the discernibility object 

pair on the basis of the discernibility matrix, which is generated in the condition, attributes set 

of reduction decision Table. When the dataset is large-scale, the reduction method of binary 

discernibility matrix attribute has some shortages. The paper vertically divided the dataset for 

distributed calculating to solve the problem [11]. It obtained a reduction decision Table from 

another way, but the complexity is higher. 

Grey theory [12, 13] is an important acquisition model of uncertainty knowledge. It has 

been successfully applied in forecasting and decision-making by lots of important projects. 

And, its prediction accuracy is fairly high [12-15]. In order to reduce the influence of the 

fuzziness and randomness of decision Table, a novel reduction algorithm based on grey 
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relational analysis is proposed. In the algorithm, every value of decision Table is converted to 

the same domain. Moreover, on the basis of grey relational analysis, the grey relational matrix 

for the converted decision Table is constructed to describe the equivalence relations between 

samples of decision Table. Finally, the samples with the same similar level are adopted as the 

coarser granularity. The experiments fully show that the reduction decision table achieved 

almost the same recognition rate with less than one tenth of the former conditions.  

In this paper, the 2nd section introduces the basic concepts of rough set and grey relational 

analysis. The 3rd section proposes a reduction algorithm for decision Table based on grey 

relational degree. The experiment results and analysis are given in the 4th section. At last, a 

conclusion of the algorithm is presented. 

 

2. Fundamental Concepts 
 

2.1. Reduction Decision Table in Rough Set 

 

Definition 1 (decision Table [16]) 

Given , , ,S U A V f  , S is an information system, 
1 2

{ , , ..., }
n

U x x x  is a domain, A is a 

set of attributes, V is a set of attribute values, F is mapping to U A V  . 

If ,A C D C D   , C is called condition attribute set, D is called decision attribute set, and 

the whole information system S  is called decision table. 

Definition 2 (positive region [16]) 

Given , , ,S U C D V f  , set
1 2

/ { , , ..., }
k

U D D D D  to represent the division of decision 

attribute set D to universe) U, 
1 2

/ { , , ..., }
m

U P P P P  represents the division of decision attribute 

set ( )P P C  to domain U, ( ) _ ( )

/
i

P i
P O S D P D

D U D




 is called positive region of P on D. 

Definition 3 (the attribute reduction based on positive region [16]) 

In the decision Table , , ,S U C D V f  , if B C  , ( ) ( )
B C

P O S D P O S D , and B is 

independent from D, then we call B is the attribute reduction of C that relate to D. 

Theorem 1: Given the decision Table , , ,S U C D V f  , 

( )

/ , ( , ) ( , )
C

P O S D X

X U C x y X f x D f y D



    

.                           (1) 

Proof: It can be achieved by the definition. 

The theorem describes that the positive regions of C on D are consisting of basic blocks, 

which have the only values of decision attributes. Therefore, any basic blocks (any equivalence 

class of /U C  is the basic block) that isn’t an only attribute in decision attributes will not exist 

in the positive region. The following definition can be achieved by the theorem. 

 

Definition 4 (Reduction Decision Table) 

In the decision Table , , ,S U C D V f  , 

note
1 2

/ { [ ] , [ ] , ..., [ ] }
mC C C

U C u u u   ,
1 2

{ , , ..., }U u u u m
    , 

suppose
1 2

( ) [ ] [ ] ... [ ]
t

C i C i C i C
P O S D u u u   based on Theorem 1, there are 

i
s

u U    
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and | [ ] / | 1( 1, 2 , ..., )
s

i C
u D s t   ; note 

1 2

{ , , ..., }
t

P O S i i i
U u u u    , then 

N E G P O S
U U U    . 

, , ,S U C D V f     is the reduction decision table. 

 

2.2. Grey Relational Analysis 

Grey relational analysis is a method can be used for quantitatively describing and 

comparing the dynamic development process of a system [12]. By using grey relational degree, 

the similarity between the reference sequence and the comparable sequence's geometric shape 

will be achieved. The higher grey relational degree is, the closer the development and rate 

between sequences are. And their relationship will be closer too. Grey relational analysis 

method has made up the disadvantages of the statistical method for system analyzing. It is 

applicable to samples with different sizes as well as samples without regularity. Meanwhile, it 

has lowered computational complexity and is much more convenient, and the quantitative 

conclusions will be always consistent with qualitative analysis results.  

Grey relational degree refers to the closeness level between two grey systems or two factors 

of one grey system with the variation of time and objects. In the development process of grey 

system, if the variation of two factors is consistent, their grey relational degree will be higher, 

and vice versa. 

 

Definition 5 (grey Absolute Relational Degree [12]) 

Proposing 
i

X  and 
j

X  have the same length , and the length is 1 time interval sequence, 

0 0 0 0
( (1) , ( 2 ) , . . . , ( ) )

i i i i
X x x x n  and 0 0 0 0

( (1), ( 2 ), ..., ( ))
j j j j

X x x x n  are the starting-point 

annihilating images[12] of 
i

X  and 
j

X , then:  

1 | | | |

1 | | | | | |

i j

i j

i j i j

s s

s s s s


 


   
                                      (2) 

where 
1

0 0 0 0

2

1
| | | ( ( ) ( )) ( ( ) ( )) |

2

n

i j i j i j

k

s s x k x k x n x n





      ,
1

0 0

2

1
| | | ( ) ( ) |

2

n

k

s x k x n





  . 

       i j
 Is where denoted as the grey absolute relational degree between 

i
X  and

j
X . 

 
On the basis of grey relational degree, a grey relational matrix, which is used for grey 

correlation clustering analysis, can be obtained. 

1 1 1 2 1

2 2 2

m

m

m m

A

  

 



 

 

 
 

 

 

                                               (3) 

In the above matrix, 
i j

 is the grey relational degree between 
i

X  and
j

X . In addition, there 

is the relative relational degree in the grey relational analysis, whose construction is similar to 

the absolute relational degree. The only difference between them is the initial value image 

should be done before calculating starting-point value images.  

 

http://dict.cnki.net/dict_result.aspx?searchword=%e7%81%b0%e8%89%b2%e7%bb%9d%e5%af%b9%e5%85%b3%e8%81%94%e5%ba%a6&tjType=sentence&style=&t=grey+absolute+correlation+degree
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3. Reduction Algorithm for Decision Table based on Grey Relational 

Analysis 

The core problem of decision table reduction is which equivalence relation is adopted to 

characterize the relations of samples. Currently, there are two methods, one is equivalence 

relation based on strict attribute value matching, and the other one is fuzzy similarity relation 

based on membership function. While the former is unable to handle the problem when taking 

continuous attribute value, and the latter’s determination band of membership function is 

subjective. So if only relying on the priority knowledge given by the expert, or considering less 

about the random distribution of taking attribute values, it will lead to a low recognition rate 

with reduction. 

By introducing the grey relational degree of samples, the similarity relations can be 

measured between samples. On this basis, the samples of the same decision can be clustered by 

dynamic clustering method. Each center is the most typical representation of polymerization 

samples. It has the better information representation capability. The core idea of the algorithm 

is to extract the typical sample from the samples with the same similarity level, and constructs 

a new decision table. 

In the selection of clustering method, k-means algorithm [17], which is an efficient dynamic 

clustering algorithm, is adopted. However, k-means algorithm has a problem that it needs 

manually specify the number of clusters. Furthermore, it’s easy to fall into optimal solution 

defects. Based on the analysis, this paper proposes a decision table clustering algorithm with a 

novel k-means method by the step-by-step advancing strategy. 

 

Algorithm 1: Decision Table Sample Dynamic Clustering Algorithm 

Input: Decision table 
c

S  (decision attribute value is
k

D ) 

Output: Polymerization matrix D   

Algorithm steps: 

(1) Calculating grey similarity matrix { , , , }
i jc

D T T s im C lu s te r id  of 
c

S // sim is the grey 

relational degree between the samples ,
i j

T T ( )i j , Clusterid is the clustering number, and its 

initial value is 0.  

(2) Extracting all the unduplicated sim to construct a category vector { , }C sim C lu ster id   with 

ascending order. 

(3) Calculating the threshold ,
n

e e S // e is the end control condition of cluster completed 

(4) Initial Category 1K  , 0v  , //v is a loop control variable 

(5) Do 

1) Constructing a center category table T C ：  C   is divided averagely to 1K   

composition adding T C  to the right point of fist K  composition as the initial category of C   

under the situation K ; At the same time, the Clusterid of each element in C   is set to 0. 

2) Set a temporary control variable 
1

0e   

  3) When
1

e v , performing the follow loop: // when the clustering is stable, the standard 

deviation of each class will converge to a stable value. 

a) 
1

e v  

b) Calculating the distance between each value of C   and each category of T C , 

and integrating it into the minimum distance category. 

c) Correcting the center distance of each category in T C  based on the weighted 

average. 

http://dict.cnki.net/dict_result.aspx?searchword=%e5%8a%a8%e6%80%81%e8%81%9a%e7%b1%bb%e7%ae%97%e6%b3%95&tjType=sentence&style=&t=dynamic+clustering+algorithm
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d) Calculating the standard deviation 
i

S  of each category inT , set m in ( )
i

v S . 

4) 1K K   

  ( )W h ile v e //when v e , the polymerization degree of each is relatively good, the 

clustering is end. 

(6) According to the sim in C  , updating the Clusterid of
c

D . 

(7) 
c

D  is processed according to the order 
i

T  ascending and Clusterid descending as 

follows: 

  1) Set
k i

t T , 
m axi

c  as the largest category number when
i k

T t . Then the most similar 

sample set is 
m a x

{ } { | }
k m m j i k i

T t t t T T t C lu s te r id c       of 
k

t  in
c

D . // according to the 

clustering algorithm, if the Clusterid is larger, the similarity degree is higher. 

 2)
m ax

{ ( , )}
i

D D T c   // only keeping the most similar sample set. 

(8) Return D  . 

With the clustering processing of algorithm 1, and when the decision table has been 

processed by the grey similarity relation, the sample equivalence clusters will be obtained. The 

same Clusterid is a similarity sample. On this basis, this paper proposes a reduction algorithm 

for decision table based on grey relational analysis. 

 

Algorithm2: The Reduction Algorithm for Decision Table based on Grey Relational 

Analysis. 

Input: Decision Table S  

Output: Reduction decision Table S   

Algorithm steps: 

(1) S   ; D    // D   is the polymerization matrix. 

(2) Convert S to the same domain with probability and statistics method 

(3) Performing the following operations for each 
k

D  of D ( D  is the decision attribute set 

of S  ): 

(1) Using algorithm 1, a clustering matrix { , }
k

D T C lu ster id   of the sample in decision 
k

D  

can be obtained  

2)
k

D D D    

(4) According to D  , S  is divided into several equivalence clusters, extract each center 

sample from every cluster to S  ;  

(5) Return S  . 

 

4. Experiment and Analysis 

In order to evaluate the performance of algorithm 2 (abbreviated as GR-DTRA), some 

datasets are selected from UCI datasets [17] for experiments.  

The experiments are mainly focusing on the knowledge acquisition capability of the 

different decision Tables in rough set. As a comparison, the decision Table reduction algorithm 

based on fuzzy similarity relation (abbreviated as FSR-DTRA) [9, 18], which is the most 

widely used at present, is adopted.  

Firstly, two algorithms are used to reduce the decision-making Table. The results are shown 

in Table 1; 

http://dict.cnki.net/dict_result.aspx?searchword=%e8%81%9a%e5%90%88&tjType=sentence&style=&t=polymerization
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Table 1. The Average Reduction Performance Comparison between the 
Algorithms 

Dataset 

GR-DTRA FSR-DTRA ( 0 .1  ) 

Samples Reduction Rate Samples Reduction Rate 

Iris 19 87.33% 13 91.33% 

Wine 22 87.64% 18 89.89% 

Glass 28 86.92% 24 88.79% 

Average 
 

87.30% 
 

90.00% 

Moreover, the above reduction decision tables are divided into three parts, two of them as 

the training set, the remaining part as test set. Using the Nguyen greedy algorithm [19] to 

discretize the training sets, and then process the attribute reduction. The attribute reduction is a 

very important research field in rough set, which can greatly improve the clarity of the 

potential knowledge in decision-making table by removing redundant attributes. In order to 

observe the influence of the different decision-making Tables to attribute reduction, the 

attribute reduction discernibility based on discernibility matrix algorithm (abbreviated as 

DMAR), the attribute reduction based on information entropy algorithm (abbreviated as IEAR) 

and the attribute reduction based on genetic algorithm (abbreviated as GAAR) are adopted. 

After attribute reduction treatment, the value reduction is required, which is the rule 

extraction procedure in Rough Set. Similarly, in order to observe the influence of the different 

decision-making Tables to the value reduction, the value reduction based on general algorithm 

(abbreviated as GVR), the value reduction based on decision matrix algorithm (abbreviated as 

DMVR) and the value reduction based on heuristic algorithm (abbreviated as HVR) are 

adopted to obtain the rule sets. 

Finally, apply the rule sets to identify the test sets. 

The experimental hardware conditions are shown as follows: CPU: Intel Core2 2.0GHz, 

RAM: 2GB, Operating system: Windows XP, development tools for the VC++6.0. The results 

are shown in Table 2, Table 3 and Table 4. 

Table 2. The Test Result based on GR-DTRA 

Algorithms 
Data Sets 

Iris Wine Glass 

GR-DTRA 

DMAR 

GVR 

Attributes 3 10 8 

Rules 10 13 15 

Correction Rate (%) 97.2 92.5 82.1 

DMVR 

Attributes 3 11 9 

Rules 9 12 14 

Correction Rate (%) 96.5 90.8 81.5 

HVR 

Attributes 3 11 9 

Rules 10 13 18 

Correction Rate (%) 97 92.1 83.2 

IEAR 

GVR 

Attributes 4 12 7 

Rules 10 14 17 

Correction Rate (%) 96.2 90.2 81.7 

DMVR 

Attributes 3 12 9 

Rules 10 13 16 

Correction Rate (%) 97.1 92.5 82.5 

HVR 

Attributes 3 11 8 

Rules 11 12 17 

Correction Rate (%) 96.8 92.3 82.4 

GAAR GVR 
Attributes 3 12 9 

Rules 9 11 16 
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Correction Rate (%) 97.1 91 80.8 

DMVR 

Attributes 3 11 10 

Rules 10 13 17 

Correction Rate (%) 97 90.8 81.5 

HVR 

Attributes 3 11 9 

Rules 11 13 18 

Correction Rate (%) 96.8 90.8 82.9 

Table 3. The Test Result based on FSR-DTRA 

Algorithms 
Data Sets 

Iris Wine Glass 

FSR-DTRA 

( 0 .1  ) 

DMAR 

GVR 

Attributes 3 9 10 

Rules 9 11 12 

Correction Rate (%) 82.1 81.5 72 

DMVR 

Attributes 3 10 10 

Rules 9 12 14 

Correction Rate (%) 82.5 81.8 71.5 

HVR 

Attributes 3 10 9 

Rules 10 10 12 

Correction Rate (%) 80.8 80.1 81.2 

IEAR 

GVR 

Attributes 2 9 8 

Rules 10 11 12 

Correction Rate (%) 80.2 79.9 80.7 

DMVR 

Attributes 3 9 9 

Rules 9 10 11 

Correction Rate (%) 83.1 80.5 79.5 

HVR 

Attributes 3 10 8 

Rules 10 10 9 

Correction Rate (%) 84.1 83.1 80.2 

GAAR 

GVR 

Attributes 3 11 10 

Rules 9 9 10 

Correction Rate (%) 81.1 79.5 78.5 

DMVR 

Attributes 3 11 10 

Rules 9 10 12 

Correction Rate (%) 81.2 79.8 80.5 

HVR 

Attributes 3 10 9 

Rules 9 9 11 

Correction Rate (%) 80.2 78.8 77.9 

Table 4. The Average Performance between the Algorithms 

Dataset 
GR-DTRA FSR-DTRA 

Reduction Rate Correction Rate Reduction Rate Correction Rate 

Iris 87.33% 96.85% 91.33% 81.70% 

Wine 87.64% 91.44% 89.89% 80.56% 

Glass 86.92% 82.06% 88.79% 78.21% 

Average 87.30% 90.12% 90.00% 80.16% 

 
From Table 4, the average reduction rate of GR-DTRA is slightly lower than FSR-DTRA 

and the correct rate is apparently higher than FSR-DTRA (Figure 1). 
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Figure 1. Performance Comparison between the Algorithms 

In addition, FSR-DTRA requires experience knowledge to determine the appropriate 

threshold, which increases the difficulty of large-scale adoption. Combined the time 

complexity and the correction rate to recognize the samples, it is fully proved that GR-DTRA 

is an efficient reduction algorithm. The core reason is that the reduction algorithm based on the 

grey relational analysis is better in keeping the characteristics of the original decision table, 

and the extracted coarse-grained samples have the better knowledge representation capability. 

 

6. Conclusions 

Although rough set theory has been increasingly mature, the practical application is not 

widely used. An important reason is that the decision table reduction algorithm based on 

rough set theory is not efficient when dataset is the large-scale. With the impact of the 

objective world and awareness, it’s hard to get a decision Table, which is completely accurate 

or containing no redundant information. It’s necessary to realize the reduction based on 

samples before using reduction Table to realize knowledge acquisition. The reduction 

algorithm for decision Table based on grey relational analysis has better considered the 

distribution characteristics. Therefore, the achieved coarse granularity samples have better 

knowledge representation capability. And, it effectively improves the further application of 

rough set. 
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