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Abstract

RFID technology has been widely used in many fields. Lots of information could be obtained from the enormous RFID devices. Therefore, classification of the trajectory of these moving objects is significant to predict the trends of the moving objects. This paper introduces an innovative algorithm, using pattern recognition approach. This algorithm could be divided into several steps. First of all, the coarse-fine layer classification approach is used for clustering the trajectories. That aims to cut down the trajectories according to the difference phases. Secondly, in the sub-set of the trajectory, searching set is established through detecting the neighbor domains which have been classified at different phases. Finally, the hierarchical classification approach is used for classifying the sub-trajectory. By using the approach, the experimental results imply the feasibility and practicality of the proposed approach on figuring out the familiar trajectory of the RFID-enabled moving objects. It is observed that With the increasing of neighbor value, the linear trends is obvious from the figure, thus, the neighbor query decreases and the magnification ratio outperforms to TRACLUS method. Additionally, the proposed algorithm uses coarse-fine strategy at phases-to-phases, saving the time spend on large number of distance calculation at various phase.
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1. Introduction

RFID technology has been widely used in many fields like real-time manufacturing, logistics control and supply chain management, retailing, and transportation supervision [1-3]. Thus, lots of information could be obtained from the enormous RFID devices [4]. RFID technology is able to track and trace the moving objects in the logistics network via the trajectory. Therefore, classification of the trajectory of these moving objects is significant to predict the trends of the moving objects.

Classification approaches are widely studied due to its great significance in pattern recognition [5]. However, traditional methods usually focus on the trajectories of whole moving objects. That may miss some familiar trajectories. In practical aspects, certain specific areas might be focused by the users for making various decisions [6]. Thus, it is important to figure out the familiar trajectories in specific area.

In order to address this practical challenge, this paper introduces an innovative algorithm, using pattern recognition approach. This algorithm could be divided into several steps. First of all, the coarse-fine layer classification approach is used for clustering the trajectories. That aims to cut down the trajectories according to the difference phases. Secondly, in the sub-set of the trajectory, searching set is established through detecting the neighbor domains which
have been classified at different phases. Finally, the hierarchical classification approach is used for classifying the sub-trajectory. By using the approach, the experimental results imply the feasibility and practicality of the proposed approach on figuring out the familiar trajectory of the RFID-enabled moving objects.

The rest of this paper is organized as follows. In Section 2, the problem description is reported by giving the definition and the distance of two trajectories. In Section 3, the proposed algorithm is demonstrated based on the pattern recognition methods in terms of coarseness classification, fineness classification, and detailed algorithms. The classification of trajectories is illustrated by establishing the graphs using the proposed pattern recognition method in Section 4. Experiments and results are discussed in Section 5 to verify the neighbor query times and run-time from comparing the proposed method with a traditional classification method. Finally, in Section 6, conclusions are presented and future work is highlighted to finish this paper.

2. Problem Description

The classification of RFID-enabled trajectory could be described by a set of definitions and the distance measurement. This section gives the details as follows.

2.1. Definitions

Given the set of moving objects trajectory, \( T = \{ T_1, T_2, \ldots, T_n \} \), \( n \) is the total number of trajectories. \( C \) is a set which is generated by the proposed algorithm, \( C = \{ C_1, C_2, \ldots, C_m \} \).

According to the description, there are several definitions:

Definition 1: (Sub-trajectory). The trajectory of a moving object is a sequence which contains a rich set of point with multi-dimensional perspectives. It could be expressed as \( T_i = \{ p_1, p_2, \ldots, p_i, \ldots, p_\lambda \} \). In order to classify the trajectory, a phase of a trajectory \( p_{c1}, p_{c2}, \ldots, p_{ck} \) \( (1 \leq c1 < c2 < \ldots < ck \leq L) \) is defined as a sub-trajectory of \( T_i \).

All the phases of \( T_i \) is expressed as \( P(T_i) \).

Definition 2: (Trajectory Cluster). Trajectory cluster is a set of trajectory phases. A trajectory could be divided into several sub-phases \( p_i, p_j \) \( (i < j) \). \( p_i \) and \( p_j \) belong to a same trajectory. A trajectory cluster is a set of sub-phases, which are belonged to a same trajectory [7]. They are clustered given the distance measurement like neighbors. Since a trajectory could be divided into several phases, difference sub-phases could be included in different trajectory cluster. Thus, a trajectory may be included in many clusters.

2.2. Distance Measurement

The distance of trajectory is measured using the classic method in pattern recognition. The distance measurement function \( D \) contains three key elements: \( d_\perp \), \( d_\parallel \) and \( d_\wedge \). \( d_\perp \) is a measurement for the vertical distance; \( d_\parallel \) is for the parallel distance; and \( d_\wedge \) is for measuring the angular distance.
Figure 1 illustrates the distance measurement of trajectory phases. The distances are defined as follows:

Definition 3: (Vertical Distance $d_{\perp}$). $p_s$ and $p_e$ are the projection points of $s_j$ and $e_j$ in $L_i$. $l_{i1}$ is the Euclidean distance of $s_j$ and $p_s$. $l_{i1}$ is the Euclidean distance of $e_j$ and $p_e$. Then the vertical distance $d_{\perp}(L_i, L_j)$ could be obtained from:

$$d_{\perp}(L_i, L_j) = \frac{l_{i1}^2 + l_{i2}^2}{l_{i1} + l_{i2}}$$  (1)

Definition 4: (Parallel Distance $d_\parallel$). $l_{i1}$ is the minimal Euclidean distance from $p_s$ to the points of $s_j$ and $e_j$. Similarly, $l_{i2}$ is the maximum Euclidean distance from $p_e$ to the points of $s_j$ and $e_j$. Thus, the $d_{\parallel}$ could be defined as:

$$d_\parallel(L_i, L_j) = \min(l_{i1}, l_{i2})$$  (2)

Definition 5: (Angular Distance $d_\alpha$). $|L_j|$ is the length of $L_j$, $\theta$ is the minimal angle of $L_i$ and $L_j$ $0^\circ \leq \theta \leq 180^\circ$. Thus, the angular distance $d_\alpha$ could be calculated as:

$$d_\alpha(L_i, L_j) = \begin{cases} |L_j| \times \sin \theta, & 0^\circ \leq \theta \leq 90^\circ \\ |L_j|, & 90^\circ \leq \theta \leq 180^\circ \end{cases}$$  (3)

From the definition, the formula (1) (2) (3) contain the distance measurement from three dimensions. Vertical distance $d_{\perp}$ is calculated from the location distance of different trajectory where the sub-phases are picked out. Parallel distance $d_\parallel$ is got from the location distance of same trajectory where the sub-phases are chosen. The parallel distance of two neighbor sub-phases is zero permanently. Angular distance is the different of directions of different sub-phases. When the directions of sub-phases are obviously different, angular distance $d_\alpha$ is the length of $L_j$, $d_\alpha = |L_j|$. Therefore, the distance of two phases is the sum of these three dimensions:

$$Dist(L_i, L_j) = d_{\perp} + d_\parallel + d_\alpha$$  (4)
3. Classification of RFID-enabled Trajectory

The aim of classification of RFID-enabled trajectory is to find out the points which indicate the changes of directions and trends of trajectories. These points are named as characteristic points [8]. In order to speed up the classification, this paper defines two types of classifications using the pattern recognition approach. They are coarseness and fineness classification. The purposes are to figure out the sub-phases which are required and meet the constraints as well as to reduce the data space caused by fine division.

3.1. Coarseness Classification

In order to ensure the accuracy and practicality, MDL (Minimum Description Length) is used for coarseness classification. MDL contains two parts. First is the L(H) part, which is the sum of sub-phases’ length, and the other is L(D|H) which is the sum of differences of the sub-phases. Both parts could be got from the following formula.

\[ L(H) = \sum_{j=1}^{L-1} \log_2(\text{len}(p_{c_j} p_{c_{j+1}})) \]  
\[ L(D|H) = \sum_{j=1}^{L-1} \sum_{k=c_{j+1}}^{c_{j+2}-1} \left\{ \log_2(d_z(p_{c_{j+1}}, p_k p_{c_{j+1}})) + \log_2(d_\infty(p_{c_{j+1}}, p_k p_{c_{j+1}})) \right\} \]

According to the (5) (6), the algorithm of coarseness classification is described as follows:

Input: \( T = \{T_1', T_2', ..., T_n'\} \), \( T_i' = p_1 p_2 p_3 ... p_1 p_2 ... p_L \)

Output: \( C = \{C_1, C_2, ..., C_n\} \)

Algorithm of Coarseness Classification:
3.2. Fineness Classification

The fineness classification aims to figure out the upper and down boundary of the sub-phases’ distances. After that, a cutting strategy could be worked out so as to reduce the time costs. To this end, it is assume that if \( lb(L_i, L_j, D_{ist}) > \varepsilon \), \( \varepsilon \) is the threshold of distance, it is no need to carry out the fineness classification comparing with the coarseness of \( L_i, L_j \). If \( ub(L_i, L_j, D_{ist}) \leq \varepsilon \), after fineness classification of \( L_i, L_j \), it is no need to calculate the distance of fineness sub-phases.

The fineness classification algorithm based on the assumption is given as follows:

Input: \( C = \{C_1, C_2, \ldots, C_n\} \) from coarseness classification
Output: \( F = \{ l_1, l_2, \ldots, l_n \} \) the set of fineness classification with sub-phases

Algorithms:

1. \( F = \text{null} \);
2. for each pair of \( L_i, L_j \in C(L_i \neq L_j) \) do
3. \{ if \( lb(L_i, L_j, \text{dist}) > \varepsilon \) then break; \}
4. else fine partition \( L_i, L_j \), and insert fine line segments into \( F \);
5. if \( ub(L_i, L_j, \text{dist}) \leq \varepsilon \) then
6. \( \forall l_t \in L_i \) and \( \forall l_j \in L_j \)
7. \( N(l_i) = N(l_i) + \{ l_j \}; \quad N(l_j) = N(l_j) + \{ l_i \} \);
8. else for each pair of \( L_i \in L_i, L_j \in L_j \) do
9. if \( \text{dist}(l_i, l_j) \leq \varepsilon \) then
10. do as line 6,7

4. RFID-enabled Trajectory Classification using Pattern Recognition Approach

Using the pattern recognition approach in classifying the RFID-enabled trajectory, this section reports on the entire method based on the coarseness and fineness classification. This method is based on graph theory. Several steps are detailed as follows.

4.1. Establishment of Graph \( G \)

Graph \( G \) could be established and each node presents a sub-phase of trajectory in the data set. If the sub-phase distance from \( l_i \) to \( l_j \) is the minimal value within the \( k \) distances of various nodes to \( l_j \), \( l_i \) is the nearest \( k \) neighbor object of \( l_j \). These two nodes have an edge with a weight \( \omega \), which indicates the familiarity of the sub-phases. If \( \omega \) is smaller, the distances are larger. According to this rules, a graph \( G \) with lots of nodes and edges could be established. The establishment is to find out the nearest \( k \) neighbor objects from \( F \) and then add the weighted edges to them.

4.2. Division of Graph \( G \)

The division of \( G \) is to divide the graph into several sub-graphs which do not have the connections. Each sub-graph is used for the layer clustering. Firstly, the graph \( G \) is divided into two sub-graphs with familiar sizes. These two sub-graphs have to meet the requirements of minimal sum of weight of all the edges in both graphs. This step is named minimal cutting-down. Secondly, each sub-graph is regarded as an initial graph, which the first step is carried on the graph. The processes are carried on until all the nodes in sub-graphs meeting a certain criteria.
4.3. Mergence

The mergence operation is based on the layered clustering approach which is implemented on the initial cluster from the previous set. The connection and similarity of $C_i$ and $C_j$ are used for deciding the degree of the friendship of both sub-clusters. The friendship function is defined as:

$$RI(C_i, C_j) \times RC(C_i, C_j)$$

(7)

Given the mergence operation, there are several definitions to ease the classification algorithm using pattern recognition.

Definition 6: (Interconnection $RI(e_i, e_j)$). Sub-cluster $e_i, e_j$ have the interconnection relation which is defined as:

$$RI(e_i, e_j) = \frac{|EC(e_i, C)|}{1/2(|EC(e_i)| + EC(e_j))}$$

(8)

$EC(e_j)$ is the sum of $\omega$ from the deleted edges when carrying out minimal cutting-down. $EC(e_i, C_j)$ is the sum of sub-cluster which connects $e_i$ and $e_j$.

Definition 7: (Relative Similarity $RC(e_i, e_j)$). The relative similarity of two sub-clusters $e_i$ and $e_j$ is defined as:

$$RC(e_i, e_j) = \frac{TC(e_i, e_j)}{|e_i| + |e_j| \times TC(e_j) + \frac{|e_i|}{|e_i| + |e_j|} \times TC(e_j)}$$

(9)

$TC(e_j)$ is the average weight of the edges which are deleted when carrying out minimal cutting-down process.

4.4. Classification Algorithm

Based on the interconnection and relative similarity of the sub-clusters, the classification algorithm based on the pattern recognition is as follows:

Input: $T = \{T_1', T_2', \ldots, T_n'\}$, $T_i' = p_1, p_2, p_3, \ldots, p_L$

Output: $O = \{e_1, e_2, \ldots, e_{num_c}\}$

Algorithm:
5. Experiments and Discussions

The experiments are carried out in Pentium IV 2 GHz CPU, 2 GB Memory, the operation system is Windows XP Professional SP2. We examine the TRACLUS algorithm with the proposed algorithm in this paper to compare the experimental results.

![Figure 2. Query Times Comparison in Neighbor Sub-phases](image)

From Figure 2, keeping the MinLns, the proposed algorithm in this paper greatly reduces the times spent on querying in neighbor sub-phases. TRACLUS algorithm has to query the neighbor domain for each sub-phase [9]. It is observed that no matter the value of \( \epsilon \), the query times will not change. However, for the proposed algorithm, due
to the use of coarseness and fineness classification based on pattern recognition, the query times are significantly reduced. The cutting-down operation attributes the reduction of calculation time when the $\varepsilon$ increases. With the increasing of $\varepsilon$, the linear trends is obvious from the figure, thus, the neighbor query decreases and the magnification ratio outperforms to TRACLUS method.

From the Figure 3, the proposed algorithm in this paper outperforms to TRACLUS comparing the time spent on dealing with the trajectory classification. The proposed algorithm uses coarse-fine strategy at phases-to-phases, saving the time spend on large number of distance calculation at various phase. Additionally, the pattern recognition based method reduces the sub-phase set of the trajectory. It is easy for execute the classification and speeds up the execution time. However, TRACLUS algorithm uses the DBSCAN approach to work out the similar trajectory and sub-trajectory [10]. It is sensitive to parameters, thus, the results are greatly impacted by the parameters. While, the proposed algorithm uses the layered classification manner, the results are relative independent to the parameter. Thus, the time costs are relative low.

6. Summary

This paper is based on a pattern recognition approach to figure out the RFID-enabled trajectory which is classified so as to find the characteristics and predict the moving tends of the objects. The aim is to fulfill the gap of inefficiency of classification approach on RFID-enabled trajectory. Currently, the algorithms used for classifying the datasets are relative weak due to the low granularity of enormous RFID data.

The proposed algorithm is compared with TRACLUS in terms of query time and execution times. From the experiment results, it is observed that With the increasing of $\varepsilon$, the linear trends is obvious from the figure, thus, the neighbor query decreases and the magnification ratio outperforms to TRACLUS method. Additionally, the proposed algorithm uses coarse-fine strategy at phases-to-phases, saving the time spend on large number of distance calculation at various phase.

Future work could be carried out from the following perspectives. First of all, the pattern recognition-based algorithm could be extended in other fields like routing and scheduling. The problems are similar with the objective functions and constraints. Secondly, the coarseness and fineness classification could be improved by adding more
distances measurements since only the Euclidean distance is considered in this paper. And other distances could be extended like Hausdorff distance etc.
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