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Abstract 

 Mixed noises are a characteristic of combined noises acting on a single carrier. 

Various mechanisms in recent past have been given in literature to restore images 

corrupted with Poisson and impulse mixed noise. This paper compares mixed noise 

removal techniques such as: Peer Group averaging (PGA), Vector Median Filter (VMF), 

Vector Direction Filter (VDF), Fuzzy Peer Group Averaging (FPGA), and Fuzzy Vector 

Median Filter (FVMF) on the basis of performance metrics such as Peak Signal to Noise 

Ratio (PSNR), Mean Absolute Error (MAE), Mean Square Error (MSE) and time 

complexity. The image size and the noise density is varied so as record these performance 

metrics. All the above mentioned techniques were implemented in MATLAB-11. The 

simulation and result shows that FVMF introduces blurring of edged but provide an 

output of highest PSNR value, especially for large sized images. However, for smaller 

images PGA provides best results of PSNR and hence a good quality of de-noised image. 

Also it is observed that with increase in image size the quality of the resulting image 

improves as the value of PSNR also increases but on increasing the impulse noise density 

with constant image size the image quality decreases with a constant decrease in the 

PSNR value. 

 

Keywords: Non-Liner Filter, MSE, MAE, PSNR, Color image De-noising, impulse 

noise, poison noise 

 

1. Introduction 

Noise [4] is a result of errors in image acquisition which causes random variations in 

its brightness.  It may be caused due to film grain in case of digital cameras acquisition or 

electronic transmission faults as observed in television broadcasting. Various researchers 

[6-8] have proposed mechanism to remove single noise from images. Over the last few 

years the research has focused on removal of Poisson corrupted with impulse mixed noise 

[1-4]. Poisson noise [4, 6] or photo shot noise is caused by random variation of photons, 

which cause more photons to enter one sensor than the other. In real world photography, 

if enough images are taken, it will be seen that the deviation in intensity found for each 

image follows the well-known Poisson distribution. In effect, we cannot be sure that the 

intensity we have measured in a particular image represents the "true" intensity as we 

know that this value will deviate from the average. It is this deviation which is considered 

to be the noise associated with the image. As the deviation is known to follow a Poisson 

distribution, we know that the likely deviation will be plus or minus the square root of the 

signal intensity measured. Thus, if we measure a signal intensity of one hundred photons, 

then the noise on this signal will be ten photons. If we measure a signal intensity of one 

thousand photons in the image, then the noise on this signal will be about thirty one 

photons.  

Impulse noise [12-13, 29] on the other hand is created due to transmission discrepancy. 

For instance, in case of satellite transmission over long distances impulse noise is 
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prominent. Also known as the “salt and pepper noise”, it replaces the pixels with a zero or 

maximum pixel value leaving black and white spots on the image. Impulse noise density 

is defined as the number of pixels distorted with respect to a certain image size. 

Many researchers have worked on attempting to remove a single type of noise [6-8], 

and fair amount of work has also been done on removing mixed noises [4-5, 12, 29-31] as 

follows: 

 The simplest way to remove mixed noise is to apply separate filters [17, 27] on the 

noise but this leads to high computational complexity. Therefore, there have been 

methods to remove mixed noises with lower complexity.  

 The Peer Group Averaging (PGA) technique presented in [9-11] and extended to the 

fuzzy context in [12] removes mixed noise by combining a statistical method for 

impulse noise detection and replacement with an averaging operation between the 

(fuzzy) peer group members to smooth out Gaussian noise. The difference between 

these methods relays on how to build the peer groups: [11, 13] use the Fisher Linear 

Discriminant, [14] uses region analysis and [16] uses fuzzy rules.  

 The Fuzzy Vector Median Filter (FVMF) [1] performs a weighted averaging where 

the weight of each pixel is computed according to its similarity to the robust vector 

median. 

This paper is a comparative study of all the above mentioned techniques to remove 

Poisson-Impulse noise. For this purpose all the techniques were implemented in 

MATLAB-11. The results of PSNR, MAE, MSE and time complexity were recorded by 

varying image size and noise density. At last we show which technique is the best in 

terms of given performance metric.  

The rest of the paper has been divided into the following sections. Section 2 describes 

the techniques that are compared in this paper for mixed noise removal. Section 3 

explains the simulation setup parameters used for comparison of the above mentioned 

techniques. Section 4 illustrates the results followed by conclusion and references. 

 

2. Techniques Compared 

To have better understanding for users we would like to explain the techniques used in 

this paper for comparison purpose in detail. The techniques that were implemented in 

MATLAB are as follows: 

 

2.1. Average Median Filter (AMF) 

This is the simplest type of filter to remove noise from image. In this technique, each 

pixel is replaced by arithmetic mean of neighboring pixels. The explanation of averaging 

theory is that images typically vary slowly over space, so neighboring pixels are likely to 

have similar values, and it is therefore appropriate to average them together. But this 

assumption of slow variation in pixels fails at edges and does not preserve them. This can 

remove light noise but introduces blurriness in image. 

 

2.2. Weiner filter 

It is an adaptive low-pass filter which uses a pixel-wise adaptive Wiener method based 

on statistics estimated from a local neighbour-hood of each pixel. For colour image it can 

be implemented on red, green and blue colour planes separately. 
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2.3. Vector Median Filter(VMF) 

Astola et al., [2] introduced the vector median filter as an extension of the median filter 

to multivariate data. For an observation window Ω= {x1, x2,  . . . , xN}, the output of the 

vector median filter is defined as 

   

where  denotes the Lp norm. This technique is simple and fast but only suitable for 

lightly corrupted colour image. The impulse response of this type of filter is zero; 

therefore, it is good for removal of impulse noise. 

 

2.4. Vector Directional Filter 

Trahanias and Venetsanopoulos [34] proposed a vector directional filter (VDF) for 

directional processing, which is a generalized basic vector directional filter (BVDF). For 

an observation window, the output of the BVDF is defined as:  

   

Where  denotes the angle between x and xi. The computation of the XBVD is 

similar to that of the XVM except that the angle between vectors is used to compute the 

distance, i.e., d(xj)=   
This technique provides better result than VMF but not suitable for heavily corrupted 

noisy image. 

 

2.5. Peer Group Averaging Filter(PGA) 

This is another non-linear filter where the output is the weighted average of the peer 

group members of the pixel under evaluation. The aim of this filter is to average over a 

peer group rather than the whole window [11] because the latter leads to blurring of edges 

and fine details. Peer group is defined as the most similar pixels. The distance with 

respect to central element is calculated as in equation-3 and sorted similar to the method 

mentioned in VMF mechanism. 

 

 
 

  

After sorting, one method is to select a threshold value [3]. The peer group P(n) of size 

m(n) for xo(n) is defined as 

 

The value of m(n) decides the efficiency of PGA filtering [3]. One approach is to select 

a fix number of members in each window while other approach is to use Fisher Linear 

Discriminant (FLD). Here we used fixed approach by selecting m(n) as 3/4th of window 

size. 

 

2.6. Fuzzy Vector Median Filter (FVMF) 

Utilizing the techniques of fuzzy set theory, Y. Shen and K. E. Barner proposed fuzzy 

vector median (FVM) based surface smoothing [1] which utilize the information 

regarding the spread of samples in image pixels. In this technique one membership 

function µ is used to calculate degree of pixel as below: 
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where α controls the spread of membership function. Then output is calculated as: 

  

where is the central pixel and  is the current pixel in neighbourhood. This 

method provides more accurate results but this technique is not suitable for high density 

Gaussian noise in image. 

 

2.6. Fuzzy Peer Group Averaging (FPGA) 

S. Morillas et al., [12] proposed FPGA for removing mixed noise from colour image. 

In that paper, a fuzzy peer group concept which extends the peer group concept in the 

fuzzy setting is introduced. A fuzzy peer group will be defined as a fuzzy set that takes a 

peer groups support set and where the membership degree of each peer group member 

will be given by its fuzzy similarity with respect to the pixel under processing. The fuzzy 

peer group of each image pixel will be determined by means of a novel fuzzy logic-based 

procedure. Then output is calculated by weighting averaging operation as below where 

weighting coefficients for each pixel vector is its membership degree. 

   to peer groups m
f
. 

 

This technique performs well on mixed noisy image but it tends to blur the edges of 

image.  

 

3. Experimental setup 
 

3.1.Performance Metrices 

 Peak Signal to noise Ratio- is the measure of peak error. It is an expression used 

to depict the ratio [4, 5] of maximum possible power of image (signal) and the power of 

the corrupting noise that affects the quality of its representation. It is represented in terms 

of mean square error as: 

 

MAXI is the maximum possible pixel value of the image. It is equal to 255 for 8 bit 

represented image. 

 Mean square error- is the cumulative squared error between the final, de-noised 

image and the original image before introduction of noise. This enables us to compare 

mathematically as to which method provides better results under same conditions like 

image size noise, etc. It is mathematically stated as: 

 

Where the image size is m x n. 
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 Mean absolute error- is the absolute error between the original image and the de-

noised image obtained after applying one of the filters. It is used to measure the closeness 

to the true or original value of the pixel with respect to the de-noised pixel. It is given by: 

 

 Image Quality- The original image and the de-noised image were placed side by 

side to compare the variance in degradation of image quality. This was tested on the 

images of varying sizes.  

 Time Complexity- is used to define the time taken by each method under varying 

parametric conditions like image size, noise density, etc. Time complexity defines the 

complexity of each algorithm and is hence used to define the algorithm with least and 

maximum computational cost.  

 

3.2. Simulation Setup 

Algorithms were developed in MATLAB to simulate the methods for filtering an 

image consisting of dual noise. The value of variance was varied and hence, a 

comparative result generated. The setup parameters are as shown below: 

Table I. Setup Parameters 

Component Parameter Value of parameter 

Image Image Size 128x128 pixel 

256x256 pixel 

512x512 pixel 

Type RGB 

Noise Type Impulse + Poisson 

Variance of 

impulse noise 

0.05-0.2  

Step size = 0.05 

Processor Type i5-64 bit 

RAM 2 Gb 

Speed 2370 MHz 

Software  MATLAB 7.12.0 

 

4. Result 

The following tables and graphs present in this section depict a thorough comparison of 

all the methods. The table compares the values of PSNR, MSE and MAE for the de-

noised images on using different method for variable image sizes and noise density. In the 

qualitative analysis, visual comparison between original and final de-noised images can 

be made. The purpose of graphs is to pictorially represent the trend of the increasing or 

decreasing PSNR on variation in the above mentioned parameters. We would discuss each 

one by one as follows: 

 

4.1. Impact on PSNR, MSE, MAE 

The Table shows the overall values of PSNR, MAE and MSE for different image sizes 

and noise density. The following inferences can be drawn: 
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 On increasing the impulse noise factor while keeping the image size constant, 

PSNR decreases, MSE and MAE increases. This is for the reason that the ratio of image 

size to noise density decreases with increase in image size and constant noise, therefore 

the output image is lesser de-noised. 

 On increasing the image size with constant impulse noise density, PSNR 

increases, MSE and MAE decreases. This is because the ratio of image size to noise 

density increases with increasing image size and constant noise, therefore the output 

image is better de-noised.  

 For small images of size 128x128 and 256x256 PGA gives best PSNR and hence 

least MSE and MAE. But for image size of 512x512 FVMF gives marginally better PSNR 

and corresponding least MSE and MAE. 

 The least PSNR and maximum MAE and MSE are given by VDF in all image 

cases. 

 On increasing image size with constant impulse noise density, PSNR increases, 

MSE and MAE decreases. This is because the ratio of image size to noise density 

increases with increase in image size and constant noise, therefore the output image is 

recovered. To show this we used only PGA technique since the results were same for the 

others. 

 

 

Figure 1. Comparison of PGA 

4.2. Qualitative Analysis 

Table III shows the image quality of various mixed de-noising techniques for different 

parameters. The following inferences can be drawn: 

 The image Quality of de-noised image decreases with increase in impulse noise 

density for constant sized image (see Fig. z). 

 The image Quality of de-noised image increases with the increase in image size 

for a constant impulse noise density (see Table III- any method from left to right). 

 FVMF causes maximum blurring in images when compared with other 

techniques (see Table III: (r)-(s)). 

 PGA gives visually best results (see Table III: (n)-(q)). On the other hand FPGA 

preserves edges better as can be seen (see Table III: (v)-(y)). 

 

4.3. Time complexity 

Increasing image size increases the time taken for execution of every method that is 

time complexity increases. 
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 Time Complexity is maximum for FPGA and minimum for AMF and Wiener 

Filter. 

 For a certain image size, time complexity is independent of noise density. 

 

Table II. PSNR, MAE, MSE Results 
 

128x128 

 

0.05 0.1 0.15 0.2 

 PSNR MSE MAE PSNR MSE MAE PSNR MSE MAE PSNR MSE MAE 

VMF 23.694 277.756 11.687 21.845 425.627 15.127 20.637 561.527 17.674 19.499 7.30E+02 20.4474 

VDF 22.7 349.201 13.081 20.346 600.329 17.441 18.696 877.875 21.116 17.351 1.20E+03 24.7721 

PGA 24.593 225.789 10.365 22.880 334.985 13.036 21.731 436.403 15.224 20.568 5.71E+02 17.7276 

FVMF 22.308 382.135 13.032 21.882 421.502 14.171 21.003 516.06 16.465 20.426 589.428 17.9923 

FPGA 24.474 232.102 10.335 22.041 406.427 13.806 20.842 535.597 16.131 19.541 7.23E+02 19.2338 

AMF 22.285 384.185 13.64 20.992 517.408 16.591 20.062 641.006 19.012 19.274 768.456 21.0743 

Wiener 23.569 285.832 11.643 21.3696 474.3683 15.4365 20.035 645.0379 18.4762 19.1035 799.3449 20.9175 

256X256 

 
0.05 0.1 0.15 0.2 

 PSNR MSE MAE PSNR MSE MAE PSNR MSE MAE PSNR MSE MAE 

VMF 25.139 199.130 10.058 23.040 322.888 13.348 21.527 457.441 16.111 20.252 6.14E+02 18.8319 

VDF 23.967 260.800 11.490 21.2024 492.9949 15.816 19.402 746.2429 19.5169 17.8676 1.06E+03 23.2185 

PGA 26.2226 155.1756 8.7982 24.3576 238.4054 11.123 22.8392 338.1869 13.5166 21.4695 463.5813 1.61E+01 

FVMF 24.528 229.2332 9.9854 23.9166 263.8864 11.176 22.7814 342.7234 13.4582 21.8745 422.3134 1.54E+01 

FPGA 25.8676 168.3932 9.2916 23.5871 284.6907 11.8838 21.7561 433.9799 14.8258 20.28 609.6522 17.7897 

AMF 24.083 253.956 11.113 22.460 369.026 14.100 21.199 493.375 16.722 20.080 638.316 19.4017 

Wiener 24.170 248.912 10.341 21.934 416.5674 14.0572 20.5434 573.7736 17.1072 19.4327 740.9853 19.9942 

512X512 

 0.05 0.1 0.15 0.2 

 PSNR MSE MAE PSNR MSE MAE PSNR MSE MAE PSNR MSE MAE 

VMF 27.6257 112.333 8.0899 24.5144 229.955 11.6768 22.5958 357.6844 14.5677 21.1361 5.01E+02 17.1639 

VDF 26.0071 163.0667 9.5466 22.4364 371.0605 14.0775 20.162 626.4469 17.8883 18.4286 933.7283 21.6414 

PGA 28.4378 93.1761 7.21 25.9073 166.8596 9.6464 23.9727 260.5025 12.0921 22.3763 376.2305 14.6301 

FVMF 28.1521 99.5112 7.0863 26.7807 136.4601 8.6455 24.9701 207.0495 11.0196 23.7228 275.9332 12.8966 

FPGA 27.3252 120.3827 8.2854 25.3391 190.184 10.3911 22.7004 349.1691 13.6503 21.0289 513.0871 16.497 

AMF 26.6455 140.777 8.6292 24.0632 255.128 12.0106 22.2986 383.0198 14.9307 20.9677 520.3699 17.5854 

Wiener 24.5275 229.2635 9.2267 22.2574 386.6732 13.1022 20.8248 537.7809 16.2169 19.7015 696.5223 18.9793 
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Table III. Qualitative Result 
 

Original Image 
(128X128) 

5% 10% 15% 20% 

     

(a) (b) (c) (d) (e) 

VMF 

    
 (f) (g) (h) (i) 

VDF 

    
 (j) (k) (l) (m) 

PGA 

    
 (n) (o) (p) (q) 

FVMF 

    
 (r) (s) (t) (u) 

FPGA 

    
 (v) (w) (x) (y) 
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AMF 

    
 (z) (a1) (a2) (a3) 

Weiner 

    
 (a4) (a5) (a6) (a7) 

 

5. Conclusion 

In this paper a comparative study of mixed de-noising techniques is done.  The paper takes 

various performance metrics such as MSE, PSNR, MAE and time complexity to evaluate the 

efficacy of these techniques. From all the above discussion the following points can prove 

beneficial for the researchers working in the direction of image processing as follows: 

 When the image size is small it is advisable to use PGA but if the image size is large 

then its better to use FVMF as was also shown from our results.  

 In terms of visual clarity, maximum blurring occurs when FVMF technique is used 

while PGA gives best visual quality results.  

 As far as computational complexity is concerned best results were obtained for AMF 

filter followed by Wiener Filter and the least results were obtained for FPGA filter. 

 Moreover, computational complexity is independent of impulse noise density. 

 

References 

[1] Y. Shen and K. E. Barner, “ Fuzzy Vector Median-Based Surface Smoothing” , IEEE transactions on 

visualization and computer graphics, vol. 10, no. 3, (2004) May-June. 

[2] J. Astola, P. Haavisto and Y. Neuvo, “ Vector Median Filters” , Proceedings of IEEE, vol. 78, no. 4, (1990) 

April. 

[3] Y. Deng, C. Kenney, M. S. Moore and B. S. Manjunath, “ Peer group filtering and perceptual color image 

quantization” , vol. 4, (1999) July, pp. 21-24. 

[4] F. Luisier, T. Blu and M. Unser, “ Image Denoising in Mixed Poisson-Gaussian Noise” , IEEE 

Transactions on Image Processing, vol. 20, no. 3, (2011) March, pp. 696-708. 

[5] J. Liu, Z. Huan and H. Huang, “ Image restoration under mixed noise using globally convex 

segmentation” , Journal of Visual Communication and Image Representation, vol. 22, no. 3, (2011) April, 

pp. 263-270. 

[6] S. Setzer, G. Steidl and T. Teuber, “ Deblurring Poissonian images by split Bregman Techniques” , Journal 

of Visual Communication and Image Representation, vol. 21, no. 3, (2010) April, pp. 193-199. 

[7] R. Lukac and K. N. Plataniotis, “ A taxonomy of color images filtering and enhancement solutions” , 

Advances in Imaging and Electron Physics, P. W. Hawkes, Elsevier, vol. 140, (2006), pp. 127-264. 

[8] S. Durand, J. Fadili and M. Nikolova, “ Multiplicative Noise Removal Using L1 Fidelity on Frame 

coefficients” , Journal of Mathematical Imaging and Vision, Springer, vol. 36, (2009), pp. 201-226. 

[9] G. Hewer, C. Kenney, L. Peterson and A. Van Nevel, “ Applied partial differential variational techniques” , 

Proceedings of International Conference on Image Processing, vol. 3, (1997), pp. 372-375. 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol.7, No.1 (2014) 

 

 

414   Copyright ⓒ 2014 SERS 

[10] J. Y. F. Ho, “ Peer region determination based impulsive noise detection” , Proceedings of International 

Conference on Acoustics, Speech and Signal Processing ICASSP’ 03, vol. 3, (2003), pp. 713-716. 

[11] C. Kenney, Y. Deng, B. S. Manjunath and G. Hewer, “ Peer group image enhancement” , IEEE 

Transactions on Image Processing, vol. 10, no. 2, (2001) February, pp. 326-334. 

[12] S. Morillas, V. Gregori and A. Herv´as, “ Fuzzy peer groups for reducing mixed Gaussian impulse noise 

from color images” , IEEE Transactions on Image Processing, vol. 18, no. 7, (2008) July, pp. 1452-1466. 

[13] R. Garnett, T. Huegerich, C. Chui and W. He, “ A universal noise removal algorithm with an impulse 

detector” , IEEE Transactions on Image Processing, vol. 14, no. 11, (2005) November, pp. 1747-1754. 

[14] C. Tomasi and R. Manduchi, “ Bilateral filter for gray and color images” , Proc. IEEE International 

Conference Computer Vision, (1998), pp. 839-846. 

[15] M. Elad, “ On the origin of bilateral filter and ways to improve it” , IEEE Transactions on Image 

Processing, vol. 11, no. 10, (2002) October, pp. 1141-1151. 

[16] C. H. Lin, J. S. Tsai and C. T. Chiu, “ Switching bilateral filter with texture/ noise detector for universal 

noise removal” , IEEE Transactions on Image Processing, vol. 19, no. 8, (2010) September, pp. 2307-2320. 

[17] K. N. Plataniotis, D. Androutsos and A. N. Venetsanopoulos, “ Multichannel filters for image processing” , 

Signal Processing: Image Communication, vol. 9, no. 2, (1997) January, pp. 143-158. 

[18] K. N. Plataniotis, D. Androutsos and A. N. Venetsanopoulos, “ Adaptive fuzzy systems for multichannel 

signal processing” , The Proceedings of the IEEE, vol. 87, no. 9, (1999) September, pp. 1601-1622. 

[19] Z. Ma, H. R. Wu and D. Feng, “ Partition Based Vector Filtering Technique for Suppression of Noise in 

Digital Color Images” , IEEE Transactions on Image Processing, vol. 15, no. 8, (2006) August, pp. 2324-

2342. 

[20] Z. Ma, H. R. Wu and D. Feng, “ Fuzzy Vector Partition Filtering Technique for Color Image Restoration” , 

Computer Vision and Image Understanding, vol. 107, no. 1-2, (2007) July-August, pp. 26-37. 

[21] E. L´opez-Rubio, “ Restoration of images corrupted by Gaussian and uniform impulsive noise” , Pattern 

Recognition, vol. 43, no. 5, (2010) May, pp. 1835-1846. 

[22] D. Keren and A. Gotlib, “ Denoising Color Images using regularization and correlation terms” , Journal of 

Visual Communication and Image Representation, vol. 9, no. 4, (1998) December, pp. 352-365. 

[23] O. Lezoray, A. Elmoataz and S. Bougleux, “ Graph regularization for color image processing” , Computer 

Vision and Image Understanding, vol. 107, no. 1-2, (2007) July-August, pp. 38-55. 

[24] A. Elmoataz, O. Lezoray and S. Bougleux, “ Nonlocal discrete regularization on weighted graphs: A 

framework for image and manifold processing” , IEEE Transactions on Image Processing, vol. 17, no. 7, 

(2008) July, pp. 1047-1060. 

[25] P. Blomgren and T. Chan, “ Color TV: total variation methods for restoration of vector-valued images” , 

IEEE Transactions on Image Processing, vol. 7, no. 3, (1998) March, pp. 304-309. 

[26] D. Tschumperl´e and R. Deriche, “ Vector-valued image regularization with PDEs: A Common framework 

from different applications” , IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 27 no. 

4, (2005) April, pp. 506-517. 

[27] G. Plonka, J. Ma, “ Nonlinear regularized reaction-diffusion filters for denoising of images with textures” , 

IEEE Transactions on Image Processing, vol. 17, no. 8, (2007) August, pp. 1283-1294. 

[28] Y. Xiao, T. Zeng, J. Yu and M. K. Ng, “ Restoration of images corrupted by mixed Gaussian-impulse noise 

via l1− l0 minimization” , Pattern Recognition, vol. 44, no. 8, (2011) August, pp. 1708-1720. 

[29] J. Liu, Z. Huan and H. Huan, “ Image restoration under mixed noise using globally convex segmentation” , 

Journal of Visual Communication and Image Representation, vol. 22, no. 3, (2011) April, pp. 263-270. 

[30] X. Zeng and L. Yang, “ Mixed impulse and Gaussian noise removal using detail-preserving 

regularization” , Optical Engineering, vol. 49, no. 9, (2010) September, pp. 097002-1-097002-9. 

[31] R. Liu, S. Fu and C. Zhang, “Adaptive mixed image denoising based on image decomposition” , Optical 

Engineering Letters, vol. 50, no. 2, (2011) February, pp. 020502-1-020502-3. 

[32] O. Ghita and P. F. Whelan, “ A new GVF-based image enhancement formulation for use in the presence of 

mixed noise” , Pattern Recognition, vol. 43, no. 8, (2010) August, pp. 2646-2658. 

[33] B. P. Lamichhane, “ Finite element techniques for removing the mixture of Gaussian and impulsive noise” , 

IEEE Transactions on Image Processing, vol. 57, no. 7, (2009) July, pp. 2538-2547. 

[34] P. E. Trahanias, D. Karakos and A. N. Venetsanopoulos, “ Directional processing of color images: theory 

and experimental results” , IEEE Transactions on Image Processing, vol. 5, no. 6, (1996) June, pp. 868-880. 


