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Abstract 

Multi-target tracking based on on-line boosting is a significant technique in computer 

vision. However, it is very difficult to select the optimal classifier in on-line learning process 

since tracking often relies on an assumption that the appearance model of target is fixed. This 

would directly lead to a decline in the performance of on-line boosting. In this paper, we 

presents a novel on-line multi-target tracking framework based on Weighted Incremental 

Histogram Model (called WIHM), which can be applied in some static or dynamic scenarios. 

First, we propose a novel method—WIHM, which is employed to obtain the optimal size of a 

tracked object. Second, a new update scheme is used to reach local optimum tracking 

appearance model with high possibility and accuracy. Third, based on the above works, a 

multi-target tracking framework is proposed to track multi-targets simultaneously. With the 

appearance model of targets changed continually, our represented approach can track these 

targets more powerful, especially in dealing with camera motions. Experimental results show 

the effectiveness and robustness of our method. 
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1. Introduction 

Visual target tracking approaches have achieved measurable success in the domain of 

computer vision. Examples include video surveillance [1], assistant driving [2] or human 

action understanding [3]. However, on the one hand, most existing tracking methods often 

track each target separately, but have difficulties to deal with large number of targets in 

complex scenes. On the other hand, it is a tremendous challenge to design effective visual 

tracking algorithms, which can deal with the inevitable changes (e.g., illuminations, shapes, 

viewpoints and occlusions) that can occur in dynamic scenes [4].  

In recent years, Boosting such as AdaBoost, proposed by Y. Freund and R. Schapire [5], is 

an excellent off-line learning method that has been further researched by many researchers[6, 

7]. In 2001, N. Oza proposes on-line boosting that updates weights of weak classifiers to 

adjust the target object shape [8]. Meanwhile, he has proved that on-line boosting and off-line 

boosting have the same performance in detection task if they are given the same training set 

[9]. Recent work on the on-line boosting and tracking (detection-based) seems a promising 

direction. Therefore, many researchers have been focusing on performing tracking tasks by 

means of on-line boosting. H. Grabner [10] applies an improved on-line boosting to select 

several weak classifiers that are trained in an off-line boosting method for target tracking. B. 

Wu [11] proposes an unsupervised, incremental learning approach based on on-line boosting 

to improve the performance of boosted object detectors, which are learned from a small 

amount of labeled data and have moderate accuracy. In [12], an ensemble of weak classifiers 

is trained on-line to distinguish between the target and the background, which is combined 
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into a strong classifier using AdaBoost. T. Parag [13] proposes a novel on-line boosting 

method where the form of the weak classifiers is modified to deal with scene changes. Instead 

of replacement [12], the parameters of the weak classifiers are altered in accordance with the 

new data subset presented to the on-line boosting process at each time step. Cheng-Hao Kuo 

[14] presents an approach for on-line learning of discriminative appearance models 

(OLDAMs) for robust multi-target tracking in a crowded scene from a single camera. When 

OLDAMs were integrated into a hierarchical association framework, the tracking accuracy 

has been improved significantly. Zhiquan Qi [15] proposes an improved on-line multiple 

instance learning based on boosting algorithm (called OMILBoost) and successfully applied it 

to on-line object detection problem with partial occlusions. Based on Cheng-Hao Kuo’s work, 

a novel on-line multiple instance gradient feature selection models are established by Yuan 

Xie [16]. The proposed method not only allows us to achieve an efficient way of updating the 

discriminative feature set using gradient feature selection scheme, but also could overcome 

drifting problem to some extent with the help of MIL. Unlike most previous approaches 

which only focus on producing discriminative motion and appearance models for all targets 

[4, 10, 12, 14-16], Bo Yang [17,18] further consider discriminative features for distinguishing 

difficult pairs of targets. The tracking problem is formulated using an on-line-learned CRF 

model, and transformed into an energy minimization problem. Quan Miao [19] presents a 

robust feature-based tracking scheme by using adaptive classifiers to match the detected 

keypoints in consecutive frames. Experimental results show better performance on some 

challenging video sequences. 

Although much progress has been made in developing methods for producing 

discriminative motion or appearance models, there has been comparatively less work on real-

time changing the appearance models in on-line boosting framework, which are key factors 

for improving tracking performance. In this paper, to overcome these problems, firstly, we 

design a weighted incremental histogram model for on-line boosting framework, which can 

selects the real correct tracking patch with high possibility and accuracy. Then the weak 

classifiers produced by the on-line boosting can be updated by our dynamic update scheme 

effectively. At last, we evaluate our approach on several public data sets, and show significant 

improvements compared with some state-of-art methods. 

The outline of the paper is as follows: First, in Section 2, we introduce the overview of our 

framework. Next, our proposed weighted incremental histogram model for on-line boosting 

framework is given in Section 3. The experimental results are shown in Section 4. The 

conclusion of this paper is given in Section 5. 

 

2. Overview of our Approach 

The framework of our multi-targets tracking is shown in Figure 1. Similar to [4, 19], the 

core idea of our framework is also to transform the tracking problem into a binary 

classification task and to achieve robustness by updating the current weak classifier of the 

target continuously. Given a video input, we first detect targets in each frame by a pre-trained 

off-line detector [4]. Then detection responses are linked into some selectors by the on-line 

learning approach separately. Meanwhile, corresponding gray-level histograms of tracked 

targets are obtained in our method. Thirdly, by constructing the confidence map and 

computing Bhattacharyya distance of the previous and current histograms, which belong to 

the same target, we can obtain the tracked target’s local optimum of position and size. At last, 

the selectors of tracked targets are updated by re-learning for each sliding window. There are 

two main contributions in this paper: One is the WIHM for computing the optimal size of a 

tracked object in continual frames, which are necessarily capable of distinguish difficult 

targets, the other is the proposed on-line multi-target tracking framework based on WIHM. 
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Figure 1. The Framework of our Approach 

3. WIHM 

Just like the multi-target tracking framework shown in Figure 1, we need to compare the 

degree of similarity between different scaled rectangular patches, and thus obtain the optimal 

patch of tracked target. Currently, the histogram model is the most commonly used to 

generate powerful appearance model. Such as MeanShift [20] and CamShift [21] algorithms. 

However, Traditional histogram model only considers target’s fixed statistical information, 

and neglects its changing appearance constantly. Therefore, changes of illumination, 

appearance and partial occlusions will lead to not-stable tracking. It is necessary to real-time 

update histogram model for avoiding these problems. 

Given a rectangular area R in frame I , the histogram model R can be denoted by:  
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Where k  reflects k-th gray-level, L corresponds to the maximum value of selected gray 

space, B  reflects the number of bins, ),( jiV  is the value of I at point ),( ji  and   is the 

normalization factor. K. Nummiaro [22] has proposed a simple linear update method, which 

can be formalized by: 

t
R

t
R

t
R HHH ˆ)1(1                                                             (1) 

Where   corresponds to the parameter of update-rate and t
RĤ  is the estimate of R at time 

t . This update process has two problems: one is the update-rate is fixed value, which cannot 

be modified adaptively with the change of time or environment condition. The other is the 

linear update method may lose the ability to distinguish partially occluded targets when 

consecutive error estimates are updated to the histogram model of target.  

To overcome these problems above and build a strong appearance model, the initial 

histogram model of the tracked target can be considered as an important factor. The update of 

the target model is implemented by : 

01 ˆ)1( R
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R

t
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t
R HHHH                                           (2) 

Where 0
RH is the initial histogram model of R ,  and   are the parameters of update rate, 

satisfying the following condition: 

10,10,10    
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The parameters  and   are calculated in accordance with Algorithm 1. 
 

Algorithm 1 Computing parameters  and   
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RH , t
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RĤ  and regulatory factor   
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8:   else 

9:      maxmin )(,)( MkMk    

10:   end if 

11: end for 

Output:  ,  

Our proposed method is an incremental histogram update method, which will take the 

degree of factors among 0
RH , t

RĤ  and t
RH into account. The initial histogram model 0

RH  is 

utilized to limit the model update rate reasonably and adapt the tracked target’s partial 

occlusion, rotation or illumination. The parameters and   can be considered as the weight 

of each bin from the target’s histogram model, so we call the proposed update model as 

weighted incremental histogram model. 

 

4. Adaptive on-line Tracking 

Our goal is to design an adaptive on-line multi-target tracking framework base on WIHM 

in this section. By the WIHM information of a target, two works will be completed for 

tracking: calculating the optimal size of targets and determining whether the target is partially 

occluded by others or not. Meanwhile, an on-line learning process is adopted and modified to 

find the position of targets automatically in the next frame. 

 

4.1. Optimal Size 

Suppose there are two normalized histogram models QP,  associated to the tracked 

regions. A similarity measure should be employed to measure the difference between two 

histogram models. The most often used similarity measure is Bhattacharyya coefficient, 

which can be formularized as: 
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The larger ),( QP is, the more similar the histogram models are. Based on the 

Bhattacharyya coefficient, the Bhattacharyya distance can be defined by the following 

equation: 

),(1),( QPQPd                                                         (4) 

In this paper, the initial targets can be detected by an off-line classifier [4]. The position of 

the targets in the next frame is estimated through the confidence map in on-line boosting. We 

assume that the position is correct. However, the optimal size is unknown over time. How to 

calculate the optimal size of the target? A multi-scale grading method can be employed to 

obtain the optimal size of targets.  

For a tracked target T , suppose we already acquired the histogram model i
TH in the i-th 

frame and the position ),( ii yx  in the (i+1)-th frame, we can calculate a set of regions 1i
T , 

satisfying a scaled upper and lower limits and the same regional center ),( ii yx . The optimal 

size of T in (i+1)-th frame can be estimated by the minimum Bhattacharyya distance between 
i
TH  and the histogram models of regions in 1i

T . 
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4.2. Occlusion Judgment 

Occlusion judgment can be estimated using Bhattacharyya distance simply. Through the 

formula (6), we can obtain the optimal size 1ˆ i
TR  of the targetT . Meanwhile, 1i

TH can also be 

calculated by (2). The Bhattacharyya distance ),( 1 i
T

i
T HHd  between 1i

TH  and i
TH  can be 

acquired in accordance with the formula (7). A threshold   needs to be set for determining 

whether the target T is occluded by others or not. 
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4.3. Multi-target Tracking 

In this section, we represent an adaptive on-line multi-target tracking framework to adjust 

to the changes of appearance model or environment. As we all know, how to select and 

update a series of weak classifiers for each tracked target is a crucial work in traditional on-

line training framework [4]. Therefore, if tracking a target is successful, the on-line tracking 

framework must be able to choose appropriate weak classifiers from training samples 

collected in real time and take the performance of each weak classifier into account. 

However, in traditional on-line training process, these weak classifiers corresponding to the 

tracked targets may be wrong choose or update due to the occluded phenomenon of targets. 

This easily leads to target’s tracking inaccurately or lost. In addition, we employ WHIM to 

estimate the optimal size of targets and determine occlusion in real-time. This means the size 

of tracked target is change with time. Therefore, we need to modify the traditional on-line 

tracking framework simultaneously.  
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In [4], given a set of M weak classifiers with hypothesis },...,,{ 21 Mhhh . Each weak 

classifier ih corresponds to a weight iw . A selector  mmsel hhh , is one of these weak 

classifiers, satisfying the following condition: 

}),...,,min({ 21 Mm eeee                                 (8) 

Where Miei ,...,2,1,  is the classification error of ih  in the current training samples. For 

each tracked pitch x , a strong classifier )(xH can be selected from a set of K  selectors by on-

line boosting.  The output of )(xH  is calculated by a linear combination of selectors: 
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In tracking process, the size of tracked target (or pitch) is not fixed, so we need to estimate 

new position and size of each selector before updating its weight. In order to speed up 

estimation, we introduce a simple yet effective way, called same-rate scaling method. The 

details about this method are shown in [23] and [24]. From experience, the selector responses 

of nearby scales can be approximated accurately enough. We can employ the scaling factor s  

to compensate for the difference caused by the changes of size approximately. 
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Where )(sR  corresponds to the ratio between a selector response at scale 1 versus scale s , 

and ua , ub , da , and db are the up-scaling and down-scaling factors. In this paper, we 

set 1ua , 0ub , 89.0da  and 586.1db  according to the empirical values from [23].  

After solving the size problem above, we propose a novel on-line multi-tracking procedure 

in Algorithm 2. 

 

Algorithm 2 Adaptive on-line multi-target tracking  

Input: 1) Target set i in ith frame detected by a off-line detector (using Haar-like 

feature) 

   2) Tracked results: successful results 1i  and failed results 

1i (  00  ) 

3) Max tolerated frames 100F , Bhattacharyya distance thresh 4.0  

1: For each 1 i , if tolerated frames Ff  , 1  ff ; otherwise delete   

2: For 0n  to 1|| i  do 

3:  If nR  ( inR  ) is a new target 

4:    Create the detector of nR  using on-line training method[2] 

5:    Compute the initial gray-level histogram i
nH of nR  

6:    For each 1 i , if  ),( i
nHHd , }{  ii ; Otherwise delete   

7:   End if 

8: End for 

9: For 0k  to 1|| 1 i  do 
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10:    Estimate the position of 1 ikD   

11:    Get the optimal size i
Dk

R̂ of kD  by formula (5), (6) and the histogram H  

12:    If  ),( 1i
Dk

HHd  

13:       }{ kii D , and i
Dk

H is computed by formula (2) 

14:       Update the detector of kD  

15:    Else 

16:       }{ kii D  

17:    End if 

18: End for 

Output: i and i  

 

5. Experimental Results 

For validate the feasibility and effectiveness of our proposed on-line multi-target tracking 

framework, we have carried out some experiments. All our experiments are finished on a PC 

with Intel
(R)

 Core
(TM)

 Duo E7200 CPU running at 2.53 GHz and 2GB memory. In addition, 

we set the empirical threshold 100F , 4.0  in our experiments.  

We first evaluate the effectiveness of WIHM by tracking one target from the non-occluded 

situation (392th frame) to completely occluded situation (685th frame). Performance of our 

method is compared with fixed update model, and linear update model [22]. In Figure 2, 

when the tracked target begins to be occluded by other targets in the 392th frame, the 

Bhattacharyya distance of three methods becomes large gradually. Up to the 452th frame 

(Only one fifth of the target is occluded), the Bhattacharyya distance of fixed update model 

exceeds  . The same result of our method appears in the 561th frame (About three fifth of 

the target is occluded). However, linear update model loss original target and track other 

target after the occlusion (475th frame). From the results of Figure 2, it is clear that the 

WIHM method is consistently better than the other two methods in most frames. 

 

 

Figure 2. Performance of WIHM Approach 

Second, to validate the effectiveness of our proposed multi-target tracking framework, we 

test our method with two tracking methods: Multiple Instance Learning (MIL) [25] and 
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Distribution Field (DF) [26]. MIL applies an unsupervised on-line learning over Haar features 

to train a discriminative tracker. DF is a representation that allows smoothing the objective 

function without destroying information about pixel values, which can helps in disregarding 

outliers during tracking without modeling. 

For facilitate comparison, we use some publicly available videos, which are collected by B. 

Babenko[25]. The tracking accuracy is computed to compare our method with others. The 

correct tracking satisfies the following condition [26]: 



 


otherwise

BABA
T

0

5.0)/()(1
                          (11) 

Where A and B are the regions of a tracking result and ground truth respectively. The 

tracking accuracies by using different methods are shown in Table 1.  

Table 1. Tracking Accuracies by using Different Methods. The Results of MIL 
and DF are Available at [26]. The First Five Videos are from [25] and the Last 

One is our Self-Recorded Video 

Video name Our Mehod MIL[25] DF[26] 

Tiger1 90.03 43.14 88.57 

sylv 78.50 73.88 66.79 

girl 77.95 55.20 73.00 

Coke11 71.24 17.93 75.86 

David indoor 100.00 58.91 100.00 

Car occlusion 98.71 72.65 90.26 

From Table 1, the performance of our method is better than that of MIL and DF in most 

videos. These examples demonstrate the improved ability of our proposed method to deal 

with illumination changes and occlusions. However, we also found that the result in video 

Coke11 is slightly lower than DF. The main reason is that the color of foreground (target) and 

background is very close each other. This affects the optimal size of target by WIHM.  

Some results are shown in Figure 3. Our approach finds the 0-target (green box, label 0) in 

the 747th frame. Then the tracking box constantly adapt to the size changes of 0-target. After 

the 975th frame, only a small part of 0-target is visible, so occlusion is output (red box, label 

0). However, the 0-target is detected and tracked again with the same label at the beginning of 

the 1019th frame. 

 

   
# 747                                  # 947                                       # 975 
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# 989                                  # 1019                                  # 1096 

Figure 3. Examples of Tracking Results of our Approach 

6. Conclusion 

This paper addresses the challenging problem of tracking of multiple objects in complex 

scenes using a monocular, moving camera. We analyze the importance of appearance model 

correspond to tracked targets and put forward an adaptive on-line multi-target tracking 

framework base on WIHM, which can adapt to changes of illumination, appearance and 

partial occlusions. Experiments on some datasets show effective improvements by our 

proposed method. Currently, in our framework, we only use the WIHM to infer whether the 

occlusion occurs roughly and does not consider the position of occlusion. So the tracking 

accuracy may be affected to a certain extent. Therefore, determining where the occlusion 

occurs with our framework to improve the tracking accuracy will be the future work. 
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