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Abstract

Block-matching and 3D filtering (BM3D) denoisirgjgorithm[1] proposedrecently
has a problem ofcomputational burderespeciallyfor low noise level and a sharp
performance drop for high noise levéllo solve it, an impreed version of BM3D is
proposed.The solutioncombines he digital image characteristicwith addednoise
pollution levels,and adaptively selea block-matching threshold irgrouping stage
Experimental results demonstrateoutperformsnot onlyin termsof objective criteria
of PSNR and running timéut also invisual quality.
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1. Introduction

Recently, a new image denoising algorithm, blocktiching and 3D filtering (BM3D)
which is considered tde current statef-the-art is introduced in [1]. The core idea is
grouping and collaborative filteringlhe noiy image is dvided into blocks in a sliding
manner. Bch block is processed by searchisgnilar blocks with fixed threshold These
matched hdcks are stacked togethterform a 3D arrayBecause of the similarity in a group,
the data exhibithigh level of correlationCollaborative filteringandweighted averagingre
then performedThese stepBirn out to achieve an excellent denoising resul

As the algorithmuses fixedthresholdin groupingstep however when noise leveis low,
the maximum blocknatching distance is overlargesulting intoo much timeconsumption
as well aslots of unnecessary similar blacn the other handor high noise level, the
threshold value is too smatherefore BM3Dcan't get enough similar blogkhatleads toa
sharp dropin denoising result and thablock effect" appea[2]. The authors of [1put
forward someémprovementwhich improved the denoisingffectto a certain extenBut they
destroyed the algorithm in the consistency of mathematical expression and the continuity of
the algorithm[2]. Daboy, et al, also developed other methods4B In the case ofower
noise [3] had a better denoisingféect; but for relatively larger noise intensity, the denoising
performancewas even worse than theriginal. Paper [4] really promota the quality of
denoi®d image,but it causd a big problem of the computational burdasthe timewas
aboutfifty times thanbefore.Besides, when noise deviation reached 40, a few modifications
are madein [5]. These changes achiev®etter denoisingperformance neverthelesghey
failed to make the algorithm continuo&M3D based on adaptivtaresholdwas proposed in
2012 which avoiéd modifying mary parameters andlas proved to be effective {8)].

In this paper, an improved version of BM3D based on adaptive distancéhrestold is
proposed whose hattireshold is set differentlycaording to the features of imagedthatio
of the mean and standard deviation and the estimated noise inteBgfgjimental results
show thatit is more effective than the original BM3D in terms of both PSNR and visual
quality. Whaés more, when the noise is low, our metmeduces thex@cution time On the
other hand, lthough the denoising effegs slightly worse than BM3ESAPCA [4], our
proposed methodequiresmuchless time consumption.
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2. ProposedTechnique

Firstly we recall the grouping processing step oneof BM3D. For a nosy image
Zwhich is denoted as

2(x)= X H(X) 1)
where xis a 2D spatial coordinate that belongs to image dogmgirs the true image, and
his i.i.d. zeromean Gaussian noise with variansg . In the processing of bloekatching,
the blockdistance is measured by using a coarse prefiltering.
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where |1 |}is the ¢*-norm, g'denotes the harthreshold operator with threshold, , &,

T.'is the normaked 2D linear transform and the blocks, and Z, are respectively
located at x,and xI Xin z. With the formula (2) of diistance, a SeSX’ann be

obtained whose elements are the coordinates of the blocks that are simﬁgﬁr,to

S.X’j: ={x IX: az, Z g, (3)
where ¢t  is themaximum ddistance for which some blocks are considered similar to the
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currently being processed on&he fixed parametert is chosen from deterministic

speculations about the acceptable value of the ideal difference, mainlyngnbe noisy
components of the image [1].

In generalthe similar degree of two images or image b#iskjudged mainly from the
following two aspects: similagtbased on pixels and structure similaritythe procedure of
block-matching,a single pixelgray value as well as its neighborhood, is compared with
anotheraccording to the gray distributiolVhenimage details or edgese strong, however,
only to measue similarity with gray scale distributiowill causeerroneous groupindn this
paper,similarity based orpixels is combinedwith structue similarity [8] to find the most
similar blocks.

Suppose aixel is denoted asv(r, ¢), whosehorizontal and vertical gradients follows

respectively

v,=Wr,¢c) -Ur,c 1) (4)
v, =W(r,c) -Ur %c) (5)
Thena symmetic, nonnegative matrigf the image of sizeM 3 N can be obtained,
a MmMnv ’ M 0
e a vk av. (kv (k) ¢,
p=a& 1 k4 ('j_aE F (6)
aLn mw o, OCF G
aed V. (k) (k) av,(ky o
C k=1 k4 -

D hastwo eigenvaluesThe bigger value is gradient module, denoted/aswhile its
eigenvector igradient directiondenoted as(cogy ,sing.
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Gradientvector of the reference imaggg,, g, )is defined as,

g, =1 cos (10)
g,=1sin ¢ (11)

Using the gadient vector(gx,gy), structure similarity (SS) of two images can be

calculated according to the following formula,

SKiN=(g() -g)f tg() g} @) )} (12)
where mis average pixel value dhe referencémage The smaller the SS value the more

similar two images are. When two images are exactly the same, the SS values 0. For two
image blocks, using the formula (12), the similarity of them can be obtained.

The following subsections present the steps of the proposed method.

1. Divide the noisy imagmto blocks. Given the reference bIocKXR, estimatethe added

. o mn
noise s (77), then compute the ratio of its mean and standard dewag(gn;r.
n

2. For all candidate bIocksZX(ZXR excluded) of the noisy image, find out the relationship

between S§ £, Z)and d(Z, , Z,). Figure 1 shows the result®ith the different

block-matching distances§S valuesare changig. FFom the figure one may note that
SS valueachieves itsminimum when the blocknatching distance reaches a certain
value (assumed to be''(7)). The smallest SS value embodies thest similarity
betweentwo image block in structwe. And from the perspective based on pixels, all
distance values less thad'(r)result from those candidate blocks which are most
similar to the reference onén view of the above analysis, select the blowkiching
distance d"'( n)whose correspondingSS( 7)is the smallest one.
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Figure 1. Relationship between SS Value and Block -matching Distance

3. Respectively to different image bloskf the same standard imagesiuted bythe same
noiselevel, different noise standard deviation of the same imagddifferent standard
images, repeat the above operatioyclically.

4. Build a function of the relationship betweed' (/) , % and s(n) :
n
, antn) . o :
a(n= faecﬂ ,S (1) . Then fit the data obtained in the above steps. The selection of
C n
)

degree ofd— and s(n)is empirical. Here we chose quadratic polynomial.
n
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Figure 2. The Results of Data Fitting about the Relationship between d'(n),
mtn)/ @nand s(n). (b) and (c) Describ e the Relatio nship Respectively:

a'(n-ntn)! &n), d'(n)-s(n)

Figure 2 shows the results of data fitting about the relationship between-tolatthing
threshold, the ratio of blo& meanand standard deviation and noise level. In the algorithm
of BM3D, for an image to be denoised, the formula of bleektching threshold can be
written as,

£ =33 -1.39%7 10.4% 40.027454/’ SO omg@ ) 0ot (14)

match ™

where m, dand s are values of the whole imagemean, standard deviation and noise
level respectively.

3. Experimental Results

The performance of the proposed image denoising approach is compared to the original
BM3D, BM3D-SAPCA and improvedBM3D in [5] respectively.These algorithms are
applied on the imagefrom the BM3D website. All experiments are performed a
Core(TM)2 2.00 GHz DudCPU and 2 GB Rom computer

In Figures 3 and 4, compared with the original BM3D, the proposed methoodintes
less artifacts, as well as reserves more defaiisobjective PSNR evaluation is presented in
Tablel. Obviously, our method significantly increases the PSNR values especially in the case
of high noise levelTable?2 gives the running time compaois between the original method
and the proposed one. For the latter, due to adopting adaptive threshold, the maximum
distance of blockmatching is relatively small in a small noise, and the corresponding
execution time is short. When the noise level ishhidpe maximum distance increases in
order to get enough similar blocks, which makes the tomaplexityincreasedHowever, in
Table 3, one can see that the processing time is much lesghibameby BM3D-SAPCA,
althoughthe quality of denoi®d images Y proposednethod is slightly worse

In addition, Figures 5, 6 andTable4 demonstrate the different performance obtained by
method in [5] and the proposed one respectiveéilyure5 andTable4 show that our method
performs slightly better than the methpeksented in paper [5] in terms of visual quality and
PSNR value. Whé& moretherunningtime is shorter thathatof the algorithnin [5].

Overall, compared with original BM3D, the proposed denoising algorithm with adaptive
distance hanthreshold acieves better visual quality and outperforms in terms of objective
PSNR criterion in the same class of running tidad for strongly noisy images, it is also
superiorto the method proposed in [5], whether in respect of objective criteria of PSNR and
running time, orin visual effect
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(a) Barbara , (b) BM3D: PSNR 28.055 (c) Proposed: PSNR 28.317

i

(d) Frament of ) (e) Fragment of (b) (f) Fragment of (c)

Figure 3. Noisy ( =40) Image, Denoise d Results by BM3D and Proposed
Method, and Corresponding Fragments

(a) Fingerprint (b) BM3D: PSNR 20.931 (c) Proposed: PSNR 23.113

(d) Fragment of (a) (e) Fragment of (b) (f) Fragment of (c)

Figure 4. Noisy ( =70) Image, Denoised Results by BM3D and Proposed
Method, and Corresponding Fragments
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