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Abstract 

In this study, an identification model based on computer vision and artificial neural 

network technologies is proposed for the identification of the ripeness of fresh corn 

ears. For collected images of corn ears, 2D discrete wavelet transform is performed 

to extract information of low-frequency sub-band as color features, and discrete 

Fourier transform is performed to extract energy spectrum information as texture 

features. Principle component analysis is employed for the fusion and dimensionality 

reduction of color and texture features, and the first three principle components are 

chosen as inputs of the network model in order to establish probabilistic neural 

network model for the automated ripeness identification of fresh corn ears. 

Simulation analysis demonstrates that the identification accuracy of this model 

reaches 90.67%.  
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1. Introduction 

Fresh corn ears contain various amino acids, vitamins, trace elements, fatty acids, and 

other nutritional components, endowing them with some medical and health effects. With the 

increasing recognition of corn ears’ nutritional value, the demand for fresh corn ears in China 

is also gradually increasing [1-3]. Generally, corn ears as fresh food are in milk stage, when 

both the nutritional value and eating quality of the ears are much higher than those in other 

stages. On the other hand, ears with different ripeness should be processed with different 

ripening technologies. Therefore, the ripeness of fresh corn ear is an important indicator for 

its quality inspecting and processing [4]. Currently, ripeness identification of fresh corn ears 

mainly depends on manual work, which is highly intense and subjective [5]. In this paper, a 

ripeness identification model is presented to automate this process. This model is designed 

using computer vision technology; from images of fresh corn ears, color features are extracted 

in wavelet domain, and texture features are extracted based on Fourier transform. After 

optimizing the multiple features through principle component analysis, the model is 

established using artificial neural network technology. Simulation analysis is performed to 

validate the model. 
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2. Theory of Image-based Ripeness Identification for Fresh Corn Ears 

 

Figure 1. Diagram of the image collection system 
1. Image acquisition card 2. Data acquisition card 3. Computer   

4. Industrial camera 5. Camera lens 6. Ring-shaped light source  

7. Test box   8. Corn ear 9. Photoelectric switch 10. Conveyer 

 

Cleaned whole ears of corns of cultivar “Kennian No.1” with husk leaves removed are 

used in this experiment. Ears are classified into three grades according to ripeness, grade 1 

ears are milk stage ears, which are the most edible; grade 2 ears are in post-milk stage, with 

poor eating quality; grade 3 ears are in pre-milk stage and cannot be eaten. Images of the corn 

ears are collected with the equipment shown in Figure 1. Ears are transported by the 

conveyer; when an ear passes the photoelectric switch, data acquisition card receives a 

triggering signal and dictates image acquisition card to collect an image of the ear. A sample 

image is as shown in Figure 2. Images of middle parts of corn ears are collected as 24-bits 

BMP in 480 x 360 pixels.  

 

 

Figure 2. A sample image of corn ear 
 

Since fresh corn ears with different ripeness exhibit different colors and textures, in this 

study color and texture features are primarily employed for the identification of ear ripeness. 

Both human eyes and computer are endued with certain resolutions, and cannot identify 

signals lower than certain scales. Meanwhile, wavelet transform can decompose signals at 

different scales, and the approximations of the images in wavelet domain mainly concentrate 

in the low-frequency part. Therefore, the collected images are performed 2D discrete wavelet 
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transform in order to extract the low-frequency information as color features for ripeness 

identification. On the other hand, after Fourier transform, most interference signals in spatial 

domain can be removed, and the size and distribution of energy spectrum of the two-

dimensional images are closely related to texture. Therefore, Fourier transform is employed 

for the analysis of image energy spectrum in order to extract energy spectrum information as 

texture features for ripeness identification. To avoid massive computation and reduce 

processing time, principle component analysis is performed to the extracted color and texture 

features for fusion and dimensionality reduction of the feature parameters. At last, 

probabilistic neural network (PNN), which has simple structure, few parameters and strong 

classification ability, is chosen to train the selected features for ripeness identification of fresh 

corn ears. 
 

3. Image-based Ripeness Identification Model for Fresh Corn Ears 
 

3.1. Extraction of color features 

HIS color model, which is more in line with human being’s convention in describing 

colors, is chosen for the color feature-based wavelet transform feature extraction [6]. The 

collected images are first performed RGB to HSI model transform, and the H component, 

stands for hue, is performed 2D discrete wavelet transform. 
 

3.1.1. Identification of the number of wavelet decomposition levels 

After wavelet transform, color information of corn ears are mainly distributed in low-

frequency sub-band, while edge detail information is mainly distributed in high-frequency 

sub-bands. LLj, HLj, LHj and HHj are used to denote the low- and high-frequency sub-bands 

of the j-th level of ear images. If the decomposition of the j-th level is denoted by Pj, the ratio 

of energy sum of three high-frequency sub-bands HLj, LHj and HHj to the total energy is: 
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Where, HLjEN , 
jLHEN  and 

jHHEN  indicate energies of the three high-frequency 

sub-bands HLj, LHj and HHj , respectively.  

),( yxf
jHL , ),( yxf

jLH  and ),( yxf
jHH  are wavelet coefficients of the three high-

frequency sub-bands HLj, LHj and HHj , respectively. 

EN is the total energy of the corn ear image.  
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To study energy correlation of two adjacent levels, the ratio jS  of level jP  to its 

previous level is:  

max

1

,2 jj
P

P
S

j

j

j 
                                                         (5) 

Where, maxj  is the optimum number of decomposition levels for the ripeness 

identification of fresh corn ears.   

Since the images collected in this study are in 480x380 pixels, the approximate size 

of each sub-band after five levels of wavelet transform is about 1x1 pixels. In such case, 

any more transform is meaningless, therefore we define the range of maxj  as 1-5. For 

low-frequency sub-band, extraction of color features is primarily performed, therefore 

the optimal number of decomposition levels is the number when color information 

accounts for the highest proportion of the low-frequency sub-band, i.e. when edge 

information is mostly separated. At this time, jS  is the smallest, and the number of 

decomposition levels j equals to maxj [7].  

Images of totally 150 corn ears are collected and performed the transforms and 

calculation described above. Wavelet transform of 1 to 5 levels is performed to the 

value of the H component and the average value jS  of jS  is calculated. As shown in 

Table 1, jS  increases with the number of decomposition levels. Taking processing time 

and computational complexity into account, we identify the number of wavelet 

transform levels as 2.    

 

Table 1. Average value jS  of jS  of fresh corn ear local images 

Number of 

decomposition 

levels 

j=2 j=3 j=4 j=5 

jS  0.394 0.493 1.190 1.237 

 

3.1.2. Extraction of color features 

     After 2 levels of wavelet transform to the ear images, color information and energy 

pertinent to ripeness mainly concentrate in the low-frequency sub-band. Therefore, we extract 

the wavelet coefficients of sub-band LL2 and calculate their average value A, variance V, 

average energy Na, and color entropy Nt as the color features representing ear ripeness. The 

four features are calculated by: 
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Where, WiLe  is the size of the low-frequency sub-band, and ),(2 yxf LL  is the wavelet 

coefficient corresponding to LL2.   

 

3.2. Extraction of texture features 

To extract texture features, one-dimensional Fourier transform is firstly performed to ear 

images. For a one-dimensional function f(x) which has definite numbers of intervals and 

extreme points, and is absolutely integrable, its Fourier transform is: 





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Where, x is time domain variable and   is frequency domain variable. 

Let  2 , then 
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Indicate the real and imaginary parts of )(F  by )(R  and )(I , then the 

expressions of complex functions of Fourier transform are: 

)()()(  IRF                                (12) 
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Extend the above transform to two dimensions and let the two-dimensional function 

be f(x,y), then: 
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Then the image energy spectrums can be expressed by: 

),(),(),( 22 vIvRvE  
                      (16) 

Assume the image size is M*N, perform following discrete Fourier transform to fresh 

corn ear images: 
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With the center of an image as the origin, size and distribution of the energy 

spectrum along the circumferential direction is closely related to thickness of the 

image’s texture. When texture is thick, energy concentrates near the origin, while 

energy spreads to peripheral area when texture is thin. Radial energy of the energy 

spectrum is closely related to texture direction, more energy concentrates on vertical 
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direction of the texture [8]. Since fresh corn ears of different ripeness exhibit different 

texture features, size and distribution of the energy spectrum are analyzed to study 

texture features, in order to extract the information pertinent to ripeness.  

Energy spectrum of an image after 2D discrete Fourier transform is presented in 

Figure 3(a). It can be seen that the energy spectrum is in a ring-like shape. Therefore, 

we draw evenly spaced concentric circles around the image center, which is also the 

center of the spectrum, as shown in Figure 3(b). In this study, we call these circles 

energy circles. For each energy circle, the ratio of energy inside the circle to the total 

energy is obtained as the feature value for texture analysis. For an image of the size of 

L×W, the energy spectrum of Fourier transform is: 

2|),(|),( vuFvuP                                                                (18) 

The ratios obtained are: 
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Where, iE  is the total energy inside the i-th circle.  

 

    
 

(a) Energy spectrum (b) Energy circles 

Figure 3. Energy spectrum of corn ears 
 

As mentioned, 150 corn ears are used in this experiment. Ripeness identification to 75 of 

these 150 ears is firstly performed by experienced inspectors. The numbers of grade 1, 2 and 

3 ears are 20, 30 and 25, respectively. Discrete Fourier transform is then performed to images 

of these 75 corn ears in order to obtain energy spectrums and calculate the values of ip . 

Table 2 presents the ranges that the ip  values of the first five circles of the images are in. 

Energy of the images of ears with different ripeness mostly concentrate in the circles near the 

center, thus 1p  has the biggest value, and ip  value decreases along with the circles expand 

outward. For most grade 2 ears, ip  values are smaller than 0.1 and approaching 0, some are 

already 0, when i is equal to or smaller than 3. For grade 1 and 3 ears, ip  values are smaller 

than 0.1 and approaching 0 when i is equal to or smaller than 4 or 5. Therefore, for energy 

spectrum of images of corn ears with any ripeness, extracting ip  values when i is in the range 

of 1~5 as texture features is sufficient. 
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Table 1. Ranges of p values of images of corn ears with different ripeness 

Ripeness 

Grade 
i=1 i=2 i=3 i=4 i=5 

1 [0.34,0.57] [0.19,0.25] [0.06,0.13] [0.04,0.08] [0.02,0.06] 

2 [0.64,1.00] [0.00,0.25] [0.00,0.07] [0.00,0.04] [0.00,0.00] 

3 [0.31,0.62] [0.19,0.28] [0.06,0.14] [0.02,0.09] [0.00,0.07] 

 

3.3. Optimization of feature parameters 

Based on the discussion above, 2D discrete wavelet two-level decomposition is performed 

to images of the fresh corn ears. Four color feature parameters are extracted, including 

average value A, variance V, average energy Na and color entropy Nt of the LL2 sub-band in 

HSI model. Discrete Fourier transform is performed to the images to obtain energy spectrums 

and calculate the values of 1p , 2p , 3p , 4p  and 5p .  

If these nine parameters are all used as feature parameters to perform ripeness 

identification, the computational complexity is high and the algorithm is complicated. 

Therefore, principle component analysis is performed for dimensionality reduction. With 

images of all 150 corn ears as samples, extract image parameters and obtain sample matrix W 

as below. 
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Where, p is the number of samples and equals to 150, q is the number of color and texture 

features and equals to 9. 

To eliminate the dimensional impacts between the feature parameters, standardize W and 

matrix W   as below is obtained.   
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Based on correlation coefficient matrix RW, compute feature value ),,1( nii  , 

corresponding matrix U of unit feature vectors, and contribution rates, matrix U as shown in 

Expression (22) is obtained.   
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Where, n =9. 

With the discussion above, calculate the principle components. Denote principle 

components with F, and feature values and contribution rates of the nine principle 

components are as presented in Table 3.  

'WUF T                                        (23) 

 

Table 3. Feature values and contribution rates of principle components 

Principle 

components 
Feature value    Contribution rate (%) 

Accumulated 

contribution rate (%) 

1 4.465 49.607 49.607 

2 2.482 27.577 77.183 

3 1.165 12.948 90.131 

4 0.465 5.171 95.302 

5 0.313 3.480 98.782 

6 0.088 0.973 99.755 

7 0.015 0.170 99.925 

8 0.007 0.074 99.999 

9 0.000 0.001 100.000 

 

According to the accumulated contribution rates in Table 3, the first three principle 

components already have an accumulated contribution rate of 90.131%, exceeds 85%. 

Therefore, the first three principle components are sufficient enough to extract 90.131% of 

the information represented by all nine principle components, and the represented information 

is not overlapped.  

 

3.3. Establishment of the ripeness identification model 

Probabilistic neural network (PNN) is a parallel algorithm carried out on the basis of 

Minimum Bayes-Risk rules. Since in PNN, kernel functions with any estimated probability 

density can be chosen as transfer function of pattern layer, it is suitable for both online 

production and real-time processing[9,10]. In this study, PNN is chosen for the ripeness 

identification of fresh corn ears. 

In this study, PNN is constructed in following procedure: 

a. Set the number of neurons in input layer as 3; the three units are the 1
st
, 2

nd
 and 

3
rd

 principle components from the principle component analysis, respectively. 

b. Hidden neurons are determined by the network in a self-adaptive manner. 

c. With experiments on extended constants of the 150 corn ears, the network 

classification is the fastest and with best effects when the extended constant is 0.1. 
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d. Set the number of neurons in output layer as 3, indicating the three grades of ear 

ripeness.  

e. From the 150 corn ears, choose the 75 ears with known ripeness and use their 

images as network training samples, and complete the construction of the 

ripeness identification model. 

 

4. Simulation Analysis 

To validate the ripeness identification model established in this study, ripeness 

identification is performed to 75 ears out of the 150 samples besides the training samples by 

experienced inspectors first. The numbers of grade 1, 2 and 3 ears are 23, 30, and 22, 

respectively. Images of these ears are input into the established ripeness identification model 

as test samples, and the identification result is as shown in Table 4.  

 

Table 4. Feature values and contribution rates of principle components 

Manual 

Classification 

Number of Test 

Samples 

PNN classification result 
Identification 

Accuracy (%) 
1 2 3 

1 23 20 0 3 

90.67 2 30 1 29 0 

3 22 3 0 19 

 

The model has an identification accuracy of 90.67%, with only one of the 30 grade 2 ear 

samples is misidentified. For grade 1 and 3 ears, misidentification rate is relatively high, 

mainly because grade 1 and 3 ears have very similar color features, while both the color and 

texture features of grade 2 ears exhibit obvious difference with ears of the other two ripeness 

grades.    

 

5. Conclusions 

Aiming at the recent high demand for fresh corn ears, and the fact that ripeness 

identification highly depends on manual work, a modeling method using computer vision and 

neural network technologies. Color and texture features of images of fresh corn ears are 

extracted with image processing technology. Dimensionality reduction is then performed to 

the extracted features through principle component analysis. Based on probabilistic neural 

network, a ripeness identification model is established. Simulation with the model shows that 

it can fulfill the primary accuracy requirement of ripeness identification in actual production. 

With more effective color feature extraction, we expect to improve the identification accuracy 

of grade 1 and 3 corn ears.  
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