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Abstract 
According to the image reconstruction accuracy influenced by the “soft field” nature and 

the limited projection data in electrical capacitance tomography, based on the working 
principle of the electrical capacitance tomography system, a Novel image reconstruction 
algorithm based on compressed sensing is proposed in the paper. The method based on ART 
(algebra reconstruction technique) organically combines the gradient sparse of image and 
ART, and reduces the norm of image gradient with full-variational method, and improves the 
accuracy and speed of image reconstruction. Experimental results and simulation data 
indicate that the imaging accuracy is markedly improved, and the image is closed to the 
prototype. This new algorithm presents a feasible and effective way to research on image 
reconstruction algorithm for Electrical Capacitance Tomography System. 
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1. Introduction 

The flow imaging is a new technology developed rapidly in recent years, which has great 
developmental potential and wide industrial application prospect. The Electrical Capacitance 
Tomography (ECT) has many distinct advantages such as low cost, wide application field, 
simple structure, non-invade, better safety and so on [1]. It is the research focus and the 
mainstream development in flow imaging technique at present. Because of the inherent 
nonlinear characteristics of the Electrical capacitance tomography system, the number of 
independent capacitance measurements (projection data) is very limited which is far less than 
the number of pixels of the reconstructed image, and the inversion problem does not exist 
analytical solutions. Because of the nonlinear and “soft field” nature the stability of the 
solution by the ECT system is bad and there is a serious morbid, so the image reconstruction 
is more difficulty [2, 3].  

The successful application of ECT measurement is largely dependent on the accuracy and 
speed of the imaging algorithm. Now there are the more commonly used methods for ECT 
image reconstruction, such as linear back projection algorithm (LBP), regularization method, 
Landweber iteration method, projection Landweber iteration method, conjugate gradient 
method (CG) [4-8, 12] and so on. The characteristic of the LBP algorithm has simple and fast 
reconstruction speed. However, because of the relatively poor image quality, strictly 
speaking, the algorithm is only a qualitative algorithm. Regularization parameter choice for 
regularization method has greater impact on image quality, so that it generally adopts the 
empiric value. Particularly Pre-iteration algorithm (OIOR) which developed on the basis of 
the Landweber iteration method has the same image quality with repeatedly Landweber 
iteration when it has the same speed with LBP, but the spatial resolution is still not over the 
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Landweber method. The projection Landweber iteration method can significantly improve the 
stability of the iteration and effectively control the noise, but usually require a large number 
of iterations to achieve satisfactory results for the complex flow pattern, so that its application 
is limited. Conjugate gradient method is suitable the situation that the coefficient matrix is 
symmetric positive definite. For the simple flow pattern the method takes short imaging time 
and fast convergence, but for the complex flow patterns, the results are unsatisfactory. Neural 
network algorithm used in ECT in essence is a pattern recognition method, and the successful 
application of the method depends on the rational structure of the neural network structure 
and completely training samples. Access to complete training sample is more difficult due to 
the randomness and complexity of the multiphase flow mid-stream change, and there are 
some difficulties in determining the structure of the network in the actual application process. 
In this paper, the image reconstruction algorithm based on compressed sensing is introduced. 
This method based on algebraic reconstruction algorithm (ART), combines the image 
gradient sparse and the projection data, reduces the image gradient norm by total variation 
method, has more accurate imaging results. The method provides a new way of thinking for 
ECT image reconstruction. 
 
2. Basic Principle of ECT System 
 
2.1. Structure ECT System 

The principle of a typical 8-electrode system is shown as Figure 1. The ECT system is 
generally composed of three basic parts, such as capacitance sensor, capacitance data 
acquisition system, and image reconstruction computer. Its basic principle is to use the 
multiphase flow media with different dielectric constant to obtain the capacitance value of 
each electrode from installed in insulated pipeline outer wall of the capacitance sensor. The 
computer uses these capacitance values which reflect the distribution of the dielectric constant 
in pipeline to obtain the two-phase flow concentration distribution map on the pipeline cross-
section, according to certain algorithms for image reconstruction, namely intuitive access to 
distribution information of the multiphase fluid phase. 

 
Figure 1. Composed of ECT System 

2.2. Measurement Principle 

Due to each phases medium of two-phase flow with different dielectric constant, when the 
change of the two-phase flow mixed fluid equivalent dielectric constant caused by the change 
of the each phases species concentrations and their distribution, capacitance measurement 
values will change accordingly. And the size of the capacitor value reflects the size and 
distribution of the two-phase fluid phase concentration. Multiple capacitance measurement 
values of each phase distribution of two-phase flow can be obtained by mutual combination 
between the electrodes of the sensor with multi-electrode array of capacitive sensors. Suitable 
image reconstruction algorithm for the projection data has been adopted based on the 
principle of medical CT. It can be reconstructed image which react the two-phase flow phase 
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distribution of the pipeline or a cross-section of the device, enabling the measurement of flow 
visualization or two-phase flow parameters. 

M is the total number of independent electrode pair, which is available from the system 
with the N-electrode plate. 

2
)1(2 −⋅

==
NNCM N

                                                                   (1) 

In this paper, the typical 8-electrode capacitance sensor is the research object, which can be 

obtained 28 independent measured values. They are 1C ， 2C ，…， 28C . The measurement 
value between the plate capacitance is composed of two parts which are the capacitance 
formed by the dielectric between the plates in the pipeline part and the capacitance formed by 
the shield dielectric between the pipeline outside and the shield. Through the rational design 
of capacitive sensors, it can enable the second part of the capacitance small, and the 
capacitance can be neglected. Suppose the dielectric constant of continuous phase and 

discrete phase of the two-phase is 1ε and 2ε  respectively, and the discrete phase is evenly 

distributed in the continuous phase. The volume of the two media are 1V and 2V , and ε  is the 
equivalent dielectric constant of the two-phase flow. 

                                     2211 )/()/( εεε ⋅+⋅= VVVV                                                      (2) 

Where V is the total volume of the two-phase flow, V= 1V + 2V . Thus, 

               )()/()/(]/)[( 12212212 εεεεεε −⋅+=⋅+⋅−= VVVVVVV                         (3) 

β  is the discrete phase concentration. 

                                        VV /2=β                                                                      (4) 

In this way, C  which is attainable capacitance measuring is a function of equivalent 
permittivityε . 

2( / ) ( )C K K g V V K gε β= ⋅ = ⋅ = ⋅                                (5) 

According to electricity principle, ignoring each phase distribution changes of pipeline 
radial multiphase flow and the impact of the shield, the capacitor C  can be expressed for 
between any two electrodes i  and j  from 8 electrode array capacitance sensor. 

∫∫ ⋅=
D

jiji dxdyyxyxSyxC )),(,,(),( ,, εε                              (6) 

Where j＝1,2,…,28, D is the pipeline cross-section, ),( yxε  represents the distribution 

function of the dielectric in the pipeline cross-section, , ( , , ( , ))i jS x y x yε  is the sensitivity 

distribution function of the capacitor ,i jC , namely the sensitivity of the capacitance ,i jC  to the 
media on point ),( yx . 

If define the gray-scale of media distribution image pixels within the pipeline as: 
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The definition of the image gray directly combines media distribution with image gray. 
More importantly, equation (3) and (4) shows that. 
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Where 1V  and V  is respectively the discrete phase and multiphase flow volume at the 
point (x,y). So defined gray f(x,y) exactly react the discrete phase holdup at the point (x,y). 
So it can calculate the concentration of multiphase flow through the reconstruction of 
multiphase flow pipeline cross-section image. 
 
2.3. Mathematical Principle of Image Reconstruction 

The According to the micro-element theory which can calculate sensitive field distribution 
information with higher accuracy approximately, the mathematical model can be obtained as 
follows. 

FWP ⋅=                                                                    (9) 

Where F＝
T

mfff ],,[ 21 ，  is grey vector, and it represents the gray of m element pixels 

within the entire pipeline. if
∈[0，1] is the grey of micro-unit i . P=

T
nppp ],,,[ 21  ( jp

＝ rjC  （j=1…n）)is the projection vector, and it represents n  projections ( 28=n  in the 8-

electrode system). W ( irj iSijW δ⋅= )(),( ) is the weight coefficient matrix of the grey 
vector related to sensitive field distribution within pipeline.  

The matrix equations which are shown as image reconstruction model (9) expands the 
form of linear equation. 
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Where N=28 is the number of projections. m=100 is the number of pixel.  
According to equation (10), image reconstruction problems are transformed to linear 

equations solving problems. ART algorithm achieves image reconstruction which is not 
through directly solving the matrix equation, but through the iterative solution of equations 

(10). In ART algorithm grey vector 
T

mfffF ],,[ 21 ，=  which constituted by E pixels can 
be regarded as a point of m-dimensional and each projection equation in equations (10) can 
be regarded as a hyperplane. When equations (10) have unique solution, all these hyperplane 
intersect at one point. This point is the solution of equations, and the solution process of the 
corresponding local equations comes down to iterative solve the intersection of the 
hyperplane. The iterative solving processes for algorithm are as follows. 
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(1) Initial value. Given the image grey initial estimate 
]0[F  (

T
mfffF ],,,[ ]0[]0[

2
]0[

1
]0[ = ) 

of the reconstructed image as F[0].  

(2) The initial value F is the vector of the m-dimensional space, and 
]1[F  can be obtained 

when the initial value is projected to the hyperplane which is determined by the first 
projection equation of the equations (10). Complete iteration through the following ways. 

1
11

1
]0[

1]0[]1[ )( w
ww

pFwFF T

T −
−=                                                      (11) 

Where vector (
T

mwwww ],,,[ 112111 = ) is the coefficient (weight coefficient) of the first 
projection equation in equations (10). 

(3) 
]2[F  can be obtained when projection value 

]1[F  is projected to the hyperplane which 
is determined by the second projection equation of equations (10). This process is repeated. 

][iF is the projection value on the i-th hyperplane from
]1[ −iF  which is on the i-1th 

hyperplane. 
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Where 
T

imiii wwww ],,,[ 21 = . We can get the first round of the projection results 
][ NF  

when the hyperplane determined by the last projection equation of the equations (10) in the 
projection process.  

(4) Begin the second round projection iteration when 
][ NF is the initial iteration value, 

namely, 
][ NF  is projected to the first hyperplane again, and then repeat the third step 

projection iterative process to obtain the second round results
]2[ NF . Cycle repeated, so the 

vector sequence 
][ NF ，

]2[ NF ，
]3[ NF ，…，can be obtained. If the unique solution exists, 

the sequence finally converges to one point. The point is the grey estimation of reconstructed 
image.  

In the experiment, it made the following filter adjustment in the iterative process when 
some pixel grey of the iteration results is over the rang [0, 1], 


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Where 0h  is the lower limit of grey, slightly less than 0, and it takes -0.1 in the 
experiment. 1h  is the allowable upper limit of the pixel grey, slightly larger than 1, and it 
takes 1.1 in the experiment. During the imaging process, setting the threshold is V. If the 
pixel grey level is not less than the threshold V, the pixel grey scale is 1, otherwise the grey 
scale is 0.  
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Where ig  is the display grey scale of the pixel i. 
 
3. Image Reconstruction Algorithm based on Compressed Sensing 
 
3.1. Compressed Sensing Principle  

According to compressive sensing principle, if the signal is compressible or sparse in a 
transform domain, the high-dimensional from an observation matrix which is not related to 
the transform-based signal can be projected to a low dimensional space. By solving an 
optimization problem, reconstruct the original signal with the high probability from a spot of 
projection, and it can prove that the projection contains enough information on the 
reconstructed signal. During the image reconstruction process of the oil-water two-phase flow 
on ECT, it requires high grey values of continuous phase (water) distribution, far higher than 
the requirement of the flow pattern identification image reconstruction. During the image 
reconstruction, the continuous phase information is concentrated in some areas within the 
pipeline, and other regions can be expressed by 0 in the coefficient matrix. Moreover it has 
the corresponding ECT image reconstruction algorithm. Therefore, the image reconstruct with 
compressed sensing principle. Signal or image reconstruction with compressed sensing 
principle must be the following three conditions. 

1. The original or image is represented sparsely in a transform domain; 

2. Each column of the random projection matrix and the basis function of sparse 
transformation are irrelevant; 

3. Corresponding reconstruction algorithm. 

Image has been reconstructed by the compression sensing principle known measurement 
matrix )(R M NMΦ N <<∈ × and linear measurement MRy∈  of an unknown signal x in 
the matrix. 

Φxy =                                                            (15) 

The above equation can also be regards as the linear projection which has been obtained by 
the original signal x on the Φ, considering x has been reconstructed by y. The dimension of x 
is higher than that of y dimension, so the above equation will has infinitely many solutions, 
namely the problem is not suitable to reconstruct the original signal. If the original signal x is 
K sparse and y and Φ meet certain conditions, the signal x can be accurate reconstruction 
though solving the problem of optimal l0 norm by the measured value y [3]. 

0

^
xargminx =     ..ts       yΦx =                                   (16) 

Where 
0

x  is the l0 norm of vector, and it shows the number of nonzero elements in the 

vector x. If the sparse representation 
^
x  of f has already been obtained, further accurately 

reconstruct the original signal 
~
f  by the transformation-based Ψ by the following formula. 
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^~
xΨf =                                                                         (17) 

The above equation is the core of compressed sensing. The compressed sensing principle 
solves optimization problems though small amount of linear measurement. The compressed 
representation y of the signal f has been obtained directly. 
 
3.2. Minimum Full-variational Method 

Image reconstruction is an important part of compressed sensing. There are many kinds of 
algorithm to obtain the suboptimal solution based on compressed sensing principle, mainly 
including minimum l1 norm method, matching tracing series algorithm, iterative threshold 
method, and minimum full-variational method to treat specially the problem of two-
dimensional image and so on. 
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For the minimum full-variational method, when a certain point xij on an image 
whose size is N*N, define the operator as follows. 









=

xD
xD

xD
ijV

ijh
ij

1

1
                                                               (18) 

Where xDij  show certain discrete gradient of the image x. The full-variational fraction has 
been obtained as follows. 

2

2
1

2
1 )()()( ∑ ∑=+=

ij ij ijijVijh xDxDxDxTV                            (19) 

The above equation can be transformed into the minimum full-varational problem 
based on the reconstruction errors for the two-dimensional image. 

)x(TVmin       s.t.         εyΦx <−                                              (20) 

3.3. ART Image Reconstruction Algorithm based on Compressed Sensing 

The solution steps of the ART algorithm iterative process are as follows which is 
based on compressed sensing during ECT image reconstruction process. 

1) First obtain the full factorial W and the projection data P, and endow the initial 

estimated value F0（ [ ] [ ] [ ][ ]T0
m

0
2

0
1 f,...,f,fF0 = ） of the image grey vector; 

2) Iterate with relaxation method; 
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Where the value range of λ  is 0<λ <2.  

The above equation is equivalent to 

[ ] [ ]
[ ]( )

i
i

T
i

i
iT

ii w
ww

pFwFF −
−=

−
−

1
11

 during the ECT. 

Where the vector [ ]Tmwwww 112111 ,...,,=  shows the coefficient of the i-th projection 
equation, and it also entitles the weight coefficient.  

3) The projection value F0 enters in the above equation, the value of F1 has been 
contained. Circulating the process, the projection value 

][iF  which is the projection 
value on the i-th hyperplane from

]1[ −iF  which is on the i-1th hyperplane can be 
obtained.  

4) Adjust 
[ ]iF  with the full-variational method of compression sensing principle.  

[ ] [ ]
[ ]( )

[ ]i

i
ii

F
FTVaFF

∂
∂

−='                                                        (22) 

Where a  shows step factor and the projection angle affects its value.  

5) The value of 
[ ] 'iF  assigns to

[ ]iF , and the value of i+1 assigns to i( i<100). Return 
the third step and iterate, and re-calculate the projection results.  

6) It begins to iterate when 
[ ]NF  is the initial value of the second round projection 

iteration. 
][ NF  is projected to the first hyperplane, repeat steps 1-5 and solve the 

projection value of the second round. Cycle  repeated, so the vector sequence 
][ NF , 

]2[ NF , 
]3[ NF , can be obtained. If the unique solution exists, the sequence finally 

converges to one point. The point is the grey estimation of reconstructed image.  
During the oil-water two-phase flow, the pixel grey value is water holdup of this part 

because the dielectric constant of water is relatively large. The algorithm is optimized 
by compressed sensing minimum full-variational problem. Calculate the weight factor 
of the i-th equation with real time fast mesh traversal algorithm during each iteration. 
Reduce the required memory space, accelerate the reconstruction pace, and reconstruct 
the images closed to the original flow pattern with less data. 
 
4. Experimental Results and Analysis 

In order to verify the validity of the algorithm, simulation experiments use the 8-
electrode system. The pipeline cross-section has been divided into 1024 pixels with 
32×32 grids when imaging, and there are 856 imaging units on the effective area of the 
pipeline cross-section. MATLAB simulation is used on a computer with Pentium dual-
core 2.0 CPU and 2G memory. The algorithm described in this paper is used to image 
reconstruction with the numerical simulation method, and is compared with the 
traditional ART algorithm. Due to the circulation and core flow are the same 
substantially, this paper only select two kinds of flow patterns to image reconstruction 
which are the core flow and laminar flow. The image reconstruction results are as 
shown in Table 1(Black area is water, and white area is oil). 
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Table 1. Comparison of Reconstructed Images 
Original 
flow (a) 

Original 
flow (b) 

Original 
flow (c) 

Original 
flow (d) 

    

ART algorithm 
 

    

ART based on compressed sensing 

    

Table 2. Images Error (%) 
Original flow (a) (b) (c) (d) 

ART algorithm 20.16 34.57 45.45 84.61 
ART based on compressed 

sensing 
17.74 34.81 18.18 43.59 

 

The image reconstruction is shown in Table 1, and the error is shown in Table 2. 
From Table 1 and Table 2, for core flow and stratified flow. It can be seen that the 
image reconstruction accuracy error of the core flow is higher than that of the laminar 
flow, and the ART iterative algorithm based on compressed sensing makes the peak 
signal to noise ratio to maintain grow well, so the image reconstructed by this algorithm 
is better than that by the ART algorithm. The accuracy and speed of the reconstructed 
image has improved. So it proves the validity of the improved algorithm. 
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