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Abstract 

A new method for head posture and gaze direction estimation is proposed. Firstly, three 

models of head position are established and postures are judged based on triangle attribute 

constituted by eyes and mouth. Then pupil is located using Hough transform in eye area. With 

the method of horizontal and vertical projection and eye prior knowledge, the normal eye 

outline is fitted. Finally, gaze direction is estimated according to the position of pupil in 

normal state eye and head posture. The experimental results demonstrate the proposed 

method can accurately detect head posture and gaze direction. For considering head posture, 

the method has more accuracy in gaze estimation. 
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1. Introduction 

Eyes usually contain more available information, in which gaze direction is one of very 

important information. For example, long time unchanged gaze direction indicates that the 

driver has distracted or been in fatigue. With the development of computer, gaze direction 

tracking has become hot. Head position judgment is the premise of gaze direction. Recently, 

the methods of gaze direction research mainly contain: neural network, feature extraction, iris 

reflection flare and mapping function, etc. SeWell [1-3] has proposed neural network which 

had higher precision and real-time, but the method is more easily affected by illumination and 

has poor robustness. Yamazoe [4-5] has analyzed the relationship between pupil and eye 

socket to estimate direction, but he doesn’t consider head posture. Iwata [6-9] has used 

Purkinje flare to detect direction in the basis of pupil detection, but the method uses infrared 

light source which has a certain invasive. Nguyen [10-11] has used single mapping between 

facial information and gaze points to estimate direction, but the method has lower adaptability 

and accuracy. Besides, the above algorithms have a common fault which does not consider 

head posture [12-13]. At present, the methods of head posture analysis generally are divided 

into two classes: geometric analysis based on 2D facial features and appearance method. Wu 

[14] has analyzed the geometric relationships of five facial points to estimate head posture, 

but the algorithm needs to locate five points which is difficult and vulnerable to facial 

expressions change. Chen [15] has used adaboost method to locate eyes and mouth and 

analyzed head posture with the characteristic triangle, but he has only considered two simple 

postures. Lu [16] has proposed nonlinear nuclear transformation which has overcome 

traditional linear estimation shortcomings, but the algorithm needs a large number of training 

samples.  

We propose a new method for head posture and gaze direction estimation. Firstly, head 

posture is judged based on triangle attribute constituted by eyes and mouth. Then pupil is 

located using Hough transform in eye area. With the method of horizontal and vertical 

projection and eye prior knowledge, the normal eye outline is fitted. Finally, gaze direction is 

estimated according to the position of pupil in normal state eye and head posture. 
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2. Head Posture Analysis 

In videos, the relative position of eyes and mouth will change when head posture changes 

and the change has some geometric features. Therefore, we can analyze head posture based 

on the geometric features. Research shows that any head posture can be divided into three 

basic postures (turn, nod, swing), as Figure 1 indicates. X, z axis is shown in picture and y 

axis is perpendicular to the x-z plane.  

   
a) Turn 

  
b) Nod 

  
 c) Swing 

Figure 1. Head Posture 

LE , RE , M respectively represents the center of eyes and mouth. According to facial 

geometric relationships, when head faces camera, MEE RL  is an isosceles triangle; when 

head position changes, triangle attributes will change. Therefore, we can analyze head posture 

with triangle attributes. Such as turn, when head rotates   around z axis, 

MEE RL changes into ''' MEE RL . For convenience of calculation, two triangles are 

projected into x-y plane, as shown in Figure 2(a). 

According to geometric relationships, we can deduce: 
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Among them, EEL is the distance of two eyes in positive head image; 
'

EEL is the distance 

of two eyes in rotating head image. When 0xM ,  is positive.  

Such as nod, which head rotates β around z axis, MEE RL changes into ''' MEE RL . 
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The triangle attributes and distance between two eyes remain unchanged. EMH changes into 

'

EMH . EMH represents the distance between mouth and two eyes attachment. Two triangles 

are projected into y-z plane, as shown in Figure 2 (b). 

According to geometric relationships, we can deduce:  

)cos(arc
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When zz MM 
'

, β is positive.  

Such as swing, which head rotates γ around y axis, the only change is that triangular high 

has a certain angle with z axis. Two triangles are projected into x-z plane, as shown in Figure 

2 (c). 

According to geometric relationships, we can deduce:  

)(arccos
EE

EE

L

W
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EEW represents horizontal distance of two eyes in image. When RzLz EE  , γ is positive.  

 
a) Turn        b) Nod        c) Swing 

Figure 2. Projection Drawing 
 

3. Pupil Detection 

Due to the influence of cab light changing, the signal-to-noise and contrast of collected 

driver video image are lower and they affect detection results. Illumination compensation is 

necessary and the result is shown in Figure 3.  
 

  
 a) Original image       b) Compensation image 

Figure 3. Illumination Compensation 
 

3.1. Edge detection 

Because pupil’s gray scope is different with other eye part, we use ‘canny’ operator to 

detect edge in binary image. Result is shown in Figure 4.  
 

 

Figure 4. Image Binarization 
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3.2. Hough transform 

Hough transform is a computer vision algorithm which can detect any object with known 

shape. The standard template of Hough transform can be defined as:  
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 represents the 

feature point in image space. C represents accumulators unit in parameters space which 

center is  . )(H represents the value of Hough transform in  . 0),( Xf  

represents parametric constraint equations. The key of Hough transform is to find a 

reasonable parametric expression and appropriate discrete space. 

As pupil is round, the analytical expression is:  

222 )()( rbyax              (5) 

(a, b) is center and r is radius. So accumulators’ data structure must be 3D. Although 

Hough transform can detect any curve with known shape, accumulators’ data structure 

presents exponential growth along with the growth of curve parameters. There will be larger 

amount of calculation. If we use the priori information of edge direction, we can significantly 

reduce the amount of calculation. Because the pupil size is fixed, the number of unit 

accumulators greatly decrease in parameter space. Pupil detection is shown in Figure 5. 

 

 

Figure 5. Pupil Detection 

 

4. Eye Contour Extraction 

The outline of normal eyes is constitutes by two parabolas which are corresponding to the 

eyelids. Two parabolic intersections are corresponding to the canthus. Two parabolic centers 

are corresponding to the limit point of eyelid. Therefore, the key of eye contour extraction is 

locating the canthus and eyelid points. We use the algorithm of integral projection to 

determine the positions. In horizontal integral projection, peaks are the vertical coordinates of 

eyelid; troughs are vertical coordinates of canthus. In vertical integral projection, peaks are 

the horizontal coordinates of eyelid; troughs are horizontal coordinates of canthus. Locating 

result is shown in Figure 6. The method is not sensitive to head position and does not need 

high resolution images. 

 

 

Figure 6. Eye Contour Extraction 
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5. Gaze Direction Estimation 

We detect eye gaze direction according to different pupil positions. Generally, gaze 

directions can be divided into nine directions, as shown in Table 1. 

 

Table 1. Eye Gaze Direction 

Upper left Upper middle Upper right 

Middle left Middle  Middle right 

Lower left Lower middle Lower right 

 

 

 

Figure 7. Direction Estimation 

When we don’t consider head position, the position of pupil relative to eye contour is 

shown in Figure 7. Ψ is up or down angle; θ is right or left angle. So, we can deduce: 
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Among them, R is eyeball radius; Δx and Δz respectively is the distance between pupil and 

eye contour center.  

When we consider head position, eye gaze direction formula can be expressed as:  
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6. Algorithm Process 

The algorithm flow chart is shown in Figure 8. 
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Figure 8. Algorithm Flow Chart 
 

7. Experiments and Discussions 

The experiment is based on face database which we have built. Part of experimental results 

is shown below.  

Images in Figure 9 are from any head position. In experiment, the distance between face 

and camera is 40cm. In image, when head posture is normal, the distance between two eyes is 

4.9cm and the distance between mouth and two eyes attachment is 5.7cm. Head posture 

detection results are shown in Table 2 and we can see that any head position can be described 

by three basic postures.  
 

   
a)                 b) 

   
c)                 d) 

   
e)                 f) 

Figure 9. Head Posture Estimation 
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Table 2. Results of Head Posture Estimation 

Image Parameters 
'

EEL  '

EEH  
EEW        

a 3.3 3.8 3.1 47.6 -48.2 50.7 

b 4.9 5.7 4.9 0 0 0 

c 4.2 4.8 3.9 31.0 -35.6 -37.3 

d 4.4 5.1 4.2 26.1 26.5 -31.0 

e 3.5 4.6 4.4 -44.4 -36.2 -26.1 

f 3.4 5.5 4.3 -46.1 -15.2 -28.6 

After head posture calculation, results of eye gaze estimation are shown in Table 3 

according to formula (8, 9). We can deduce that considering head posture is very necessary 

for gaze estimation. 

 

Table 3. Results of Gaze Estimation 

Image  /(°)  /(°) ' /(°) ' /(°) Result  

a 11 4 -37.2 51.6 Upper left 

b 0 0 0 0 Middle  

c 12 5 -23.6 36.0 Upper left 

d -14 -21 12.5 4.1 Lower right 

e 2 -42 -34.2 -86.4 Upper right 

f 15 46 0 0 Middle  

 

Two types that the proposed algorithm can’t estimate gaze direction correctly are shown in 

Figure 10. One type is that head rotation angle is too big; the other is that eye open is smaller 

or there is much pixels noise. 

 

  
 a)                         b)  

Figure 10. Failure Image Estimation 

 

8. Conclusion 

We propose a new method for head posture and gaze direction estimation. Three models of 

head posture are established and head posture is judged based on triangle attribute constituted 

by eyes and mouth. Then pupil is located using Hough transform in eye area. With the method 

of horizontal and vertical projection and eye prior knowledge, the normal eye outline is fitted. 

Finally, gaze direction is estimated according to the position of pupil in normal state eye and 

head posture. The experimental results demonstrate the proposed method can accurately 

detect head posture and gaze direction. 
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