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Abstract

Geometric and skin face characteristics were used, in this paper, to localize face in images. In first stage, well known horizontal symmetric characteristic of face is exploited to localize the vertical symmetry axis of the face, then to delimit its vertical position in the image. In second stage, a neural network, trained to recognize pixel with skin characteristics, is used to completely localize the face by delimiting the region surrounding the vertical symmetry axis which colour characteristics agree with skin ones according to TSL colour space. At this stage, we explore three strategies to perform region delimitation. Finally, a quantitative measurement criterion is used to record localization quality. Experiments of the proposed method were carried out on images of XM2VTS database and also on a set of non-standard images.
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1. Introduction

Face localization or more generally face detection is being of great importance not only in research aspects but also in human daily life. This was possible mainly through the great technological developments essentially in information sciences where the machines are faster, more complex and more efficient. Thus, for face recognition (identity check), face expressions analysis or to take movements of face parts into account (gesture communication); localization of face in image or in video acquired by various peripherals (cameras, scanner, infra-red...) is necessary to the achievement of these operations. Several ways were explored by the researchers which give a great number of methods. Classification of all these methods depends on the parameter’s classification. According to Hjelmas and Low [1], two principal approaches can be distinguished; the global approach which consists in entirely seeking the face and the components approach which consists in finding the face through the localization and the regrouping of its components (eyes, nose...). For M-H. Yang et. al., [2] there are four major classes; knowledge-based methods, feature invariant approaches, template matching methods and appearance based methods. According to one or the other of these classifications, each developed method exploits one or more characteristics of face like colour, shape, movement etc, to perform face detection.

In this proposed work we exploit two principal characteristics of the face to perform its localization in the image. Vertical symmetry, of the face is used firstly to determine the principal vertical symmetry axis in the image which is probably the vertical symmetry face’s axis. To delimit the vertical zone of the face, autocorrelation function is applied to pixels on both sides of this axis. In second stage, colour and appearance skin characteristics were used
to search the face region within the previously delimited zone. In this goal a neural network trained to recognize pixel with skin characteristics was applied to pixels within the delimited region. Three strategies were explored and compared to determine the best way to perform the scan of that region. Offline measurement of method performance was done according to a quantitative measurement criterion [3]. The proposed method was experienced on XM2VTS database and a set of non-standard images.

In Section 2 we explain the proposed localization method then, in Section 3, the technique to determine method performances will be presented. Next, Section 4 will contain the experiments and comparison results. Finally, in Section 5 we will conclude.

2. Face localization Method

Symmetry characteristic of the face is the most apparent geometric particularity. It was usually used in researchers’ works for face's detection [4, 5] or for the detection of feature's face [6, 7]. The advantage of this characteristic lies in its universality (independent of the ethnicity of the person) and its robustness against the different conditions and also perturbations produced by image’s acquisition process like illumination, presence or absence of structural elements (glasses, moustache, …), presence or absence of facial expressions, image quality, neutral or complex background, etc., (Figure 1).

![Figure 1. Images from Different Databases (Yale, JAFFE and XM2VTS) with Different Quality and Acquisition Conditions](https://example.com/image.png)

However, due to the fact that it’s not restrictive to the face, this characteristic is still largely insufficient to resolve face’s detection problem. Researchers use it in second phase of the detection process to confirm the first phase in which a region was localized as candidate to be a face [8] or to extract the eyes position on a region which is considered as a face [9].

In our proposed method we exploit this characteristic first to determine the principal symmetrical axis of the image using the fact that if it contains a face, the image’s axis symmetry will be the same as the face’s one. Then, pixels on both sides of this axis are correlated to extract the vertical region which contains the face.

2.1. Image Principal Symmetrical Axis

The presence of a face in an image, affects directly its symmetrical properties; essentially when it contains only one. Based on this observation, we propose an efficient and fast
procedure to determine the principal symmetrical axis, of the treated image, using correlation function according to equation (1).

\[ C(j) = Cor(Mat1(I, j), Mat2(I, j)) \] (1)

where:

\[
\begin{align*}
Mat1(I, j) &= Mat(I, j) \\
and \\
Mat2(I, j) &= Mat(I, 2*j - p + 1)
\end{align*}
\]

with: \( I = 1: M, j = 1,2,3,...,(N/2), p = 1: j \)

Mat is an \((M \times N)\) matrix containing treated image values; Cor, the well known correlation function and \( C \) the obtained curve representing the energy evolution of the compiled correlation between the matrices \( Mat1 \) and \( Mat2 \).

On Figure 2, we give an example of images representing some steps of the compilation of \( C \) according to equation (1).

Figure 2. Image’s symmetrical axis compilation (a) original image from Yale database, (b) sample’s of pair images representing \( Mat1 \) and \( Mat2 \) evolution, (c) Correlation energy

The curve of Figure 2.c represents the evolution of the correlation energy which indicates the level of similarity between the two matrices \( Mat1 \) and \( Mat2 \). The maximum level indicates the greatest similarity and therefore the position of the symmetrical axes of the image which will be probably the principal symmetrical axis of the face.

Figure 3, gives examples of symmetrical axis determined on images of different databases.
2.2. Vertical Face Zone

The face’s symmetrical axis being found, the vertical delineation of the face will be easily compiled according to equation (2)

\[
C_{ir}(j) = Cor(C_r(I, j), C_r(I, j))
\]  

(2)

where:

\[
C_r(I, j) = Mat(I, Ja - j) \quad \text{and} \quad C_r(I, j) = Mat(I, Ja + j) \\
\text{with: } I = 1: M, \quad j = 1, 2, 3, \ldots, \text{until } Ja + j = N \quad \text{or} \quad Ja - j = 1
\]

Vertical delineation of the face is based on the compilation of the correlation function, \(Clr\), between the columns on both sides of the symmetrical axis, determined here by index \(Ja\), found in first stage. Figure 4 shows an example of vertical delineation of the face according to the compilation of \(Clr\).
According to the $C_r$'s curve evolution, we determine its minimum value which will indicate the position of the break-line between face and non-face regions.

To demonstrate performances obtained in this step we show in Figure 5 some examples from the databases cited earlier.

Faces vertical delineations, in Figure 5, are examples of results which will be obtained applying equation 2 to images with different appearances like illumination, background, gender, position and size of the face.

**Figure 4. Example of vertical delimitation of the face, (a) original image from XM2VTS database, (b) facial symmetrical axis determination, (c) vertical delineation of the facial region**

**Figure 5. Examples of Face Vertical Region Delimitation**

Results in fifth, seventh and eighth images demonstrate that in some cases the developed algorithm fails to perform a correct delineation. This will be taken in account in the next step where we will delimit the face zone.
2.3. Face Region Localization

In this phase we will explore three ways to determine the exact area of the face inside or closest outside areas to the vertical boundaries obtained in the first phase.

All proposed approaches are based on the use of a neural network unit preliminarily trained to recognize pixel that their colour characteristics agree with those of a skin’s one according to the TLS colour space representation.

Equation 3 gives TSL colour space formulation:

\[
S = \left[ \frac{9}{5} \left( r' T + g' S \right) \right]^2
\]

\[
T = \begin{cases} \frac{\arctan(r'/g')}{2\pi} + 1/4, & \ldots g' > 0 \\ \frac{\arctan(r'/g')}{2\pi} + 3/4, & \ldots g' < 0 \\ 1/2, & \ldots g' = 0 \end{cases}
\]

\[L = 0.299R + 0.587G + 0.114B\]

Where \( r' \) and \( g' \) are the normalized components of \( R \) and \( G \) in the RGB colour space.

Indeed, Skin colour has proven to be a useful and robust cue for face detection, localization and tracking [10]. Skin colour modelling problem was widely studied for computer graphics, video signal transmission and compression, etc. These studies have led to the emergence of several colour spaces like RGB, HSI, YCrCb, YUV, TSL, …

TSL colour space is a transformation of the normalized RGB one. Compared to other colour spaces, TSL appears more adapted for skin modelling [11]. This modelling way was mainly used for face detection [12, 13, 14].

For the method presented in this paper we choose to save time compilation by limiting the use of the colour characteristics, for skin recognize, only on the pixels of the region preliminarily delimited in first stage. So, three strategies are proposed to perform face delimitation.

2.3.1 Rectangular Model for Face Zone:

This was the first strategy adopted to obtain a rectangular zone containing the face in the treated image. The applied algorithm can be resumed in two steps:

(i) First we apply the neural network unit to the pixels, one by one, of the symmetrical axis in the image (in the two directions: pixel 1 to pixel \( N \) then pixel \( N \) to pixel 1) until we obtain the first skin’s pixel on both sides. These two first pixels will be used as the two horizontal limits of the face in the image (Figure 6).

![Figure 6. Examples of Rectangular Face Delimitation](image)
(ii) In second step, a set of neural network units will be applied along the horizontal and vertical limits of the rectangular zone previously obtained to determine whether these pixels are skin pixels or not. At each iteration, we decide if we have to enlarge or to reduce the rectangle’s limits according to the ratio of skin pixels on the treated limit (Figure 7).

![Figure 7. Rectangular Face Zone Delimitation on Examples of Figure 6](image)

On the complete images of Figure 7, the vertical and horizontal red lines are the initial delimitation lines obtained at the first step (i) and the white ones are the final delimitation lines given performing second step (ii). Black lines are intermediate results obtained going toward the final result.

2.3.2 Elliptical Model for Face Zone:

General shape of the face is very similar to that of an ellipse and even in the case where it is different; the components of the face can be gathered by an elliptical form. Therefore, elliptical model was largely used in algorithms for face detection and recognition [15, 16]. In our second strategy; we choose to exploit this characteristic to enhance the delimitation procedure of the face’s zone. To do so, the delimitation procedure exploits the principal symmetrical axis which was found at the first phase. Skin colour characteristic is then used to lead the delimitation procedure according to two steps:

(i) This step is the same as that in the first strategy. Except that the two first pixels obtained on both sides of the symmetrical axis are used here to delimit the major axis of the ellipse which will be compiled to encompass the face or at least the main features of the face. This will be done according to equation 4.

\[
\begin{align*}
x = x_c \pm \sqrt{b^2 - \frac{b^2}{a^2} \star (y - y_c)^2} \\
a \approx \frac{2}{3} \star b
\end{align*}
\]  

(4)
Where:
\[
\begin{align*}
  y & \quad \text{the ordinates of the point } (x, y) \\
  (x_c, y_c) & \quad \text{the focus coordinates} \\
  a \text{ and } b & \quad \text{respectively the minor and major axis}
\end{align*}
\]

Having the major axis \( b \), we can directly determine the set of ordinates \((y_i)\) and the coordinates of the focus point \((x_c, y_c)\). The relation between the minor and major axis, given in the second term of equation 4, is a supposition made according to the characteristics of the human faces [17]. So we use equation 4 to compile abscises set \((x_i)\) and therefore the ellipse.

On Figure 8, we give results of applying this algorithm to the same set of images given on figure 6. White portion line indicates the major axis. The red curve is the ellipse or potion of ellipse compiled according to Eq.4 with some variations on the value of \( a \) to obtain real values for \((x_i)\).

Figure 8. Elliptical Delimitation on Examples of Figure 6

The preliminary delimitation is not very effective. In several cases, the ellipse is very large compared to the face and therefore it includes areas that are not part of the face and sometimes important parts are lost due to too tight delimitation.

(ii) In this second step, we will try to adjust the resulting contour, previously obtained, to properly bond to the contour of the face. This will be done by applying a neural network unit on each point of the elliptical contour obtained previously to determine whether or not this pixel is a skin one. In the case of a non-skin pixel we push this contour point to go towards the skin pixels according to the side on which the point is positioned. If not, the contour point is pushed to go towards the limits of the skin zone (Figure 9).
2.3.3 Contour Tracking of Face Zone:

An alternative to the proposed models will be the tracking of the pixels on the borders of the face zone. This can be achieved by exploiting only the first skin pixel find on the principal symmetrical axis compiled in the first phase. This procedure will be implemented in only one step:

First, we find the first skin pixel by applying a neural network unit on the pixels of the principal symmetrical axis of the image. Then, a set of eight neural network units are applied on the pixels surrounding this first skin pixel to determine skin pixels candidate to be on the borders of the face zone. To achieve tracking procedure, we define a priority order on the 8 directions of movement along the diagram shown in Figure 10.

Figure 10. Priorities Tracking Directions

*Pixel 0* is the current treated pixel and surrounded by the set of eight pixels *Pixel i*. *pi* defines the priority order of the direction. To avoid blocking in a local loop, we define a procedure that generates a random direction in the case of a stoppage of evolution.

Applying this strategy to images of Figure 6, gives delimited faces shown on Figure 11.
3. Method Performance Measurement

To give an objective appreciation of results given by the studied methods, a proposed way to calculate the detection rate based on the relation between the number of pixels correctly and wrongly detected as pixels of the face and the number of face pixels in each treated image was presented in [3]. To do so, all testing database images were manually segmented in three regions like it is shown in Figure 12.

First region (white one on the masks of Figure 12) contains the $W$ pixels which represent the essential components of the face (brows, eyes, nose, mouth and surrounding pixels). The second region (grey one) contains pixels surrounding the first region and belonging to the face. The last region contains all the $B$ pixels of the image which do not belong to the face.

For the detection system, the first region is one which has to be contained imperatively in the resulting contour and the third one has to be imperatively discarded from it. The second region is optional and has no effect on the computed results. We define two types of measures; Good detection rate (Gdr) and Quality detection rate (Qdr).
\[ Gdr = \frac{W_c}{W} \times 100 \quad \text{and} \quad Qdr = \left(\frac{W_c}{W} - \frac{B_w}{A-B}\right) \times 100 \]  

(5)

where \(W_c\) and \(B_w\) are respectively the number of pixels correctly and wrongly detected as belonging to the face and \(A\) is the number of all pixels of the image.

\[ Gdr = \frac{W_c}{W} \times 100 \quad \text{and} \quad Qdr = \left(\frac{W_c}{W} - \frac{B_w}{A-B}\right) \times 100 \]

where \(W_c\) and \(B_w\) are respectively the number of pixels correctly and wrongly detected as belonging to the face and \(A\) is the number of all pixels of the image.

\[ Gdr = \frac{W_c}{W} \times 100 \quad \text{and} \quad Qdr = \left(\frac{W_c}{W} - \frac{B_w}{A-B}\right) \times 100 \]

Figure 13. Top: original images. Bottom: complementary relation between Gdr and Qdr measures

On Figure 13.a we have the same bad Qdr (about 41%), with two different Gdr (54% and 70%). On figure 13.b it’s the same situation for a good Qdr (about 83%) with two different Gdr values (94% and 100%). To finish, we give in figure 13.c an example of a face perfectly detected with Gdr and Qdr at 100%. Thus, to have a correct appreciation of recorded results, each one of Gdr and Qdr has to be computed. Best results are obtained when they are both closest to 100% with minimum difference between them. However, from a rate Qdr equal to 70% and a rate Gdr equal to 90%, we can consider that the quality of detection is very acceptable.

4. Experimental Results

In order to check the validity of the proposed method studied here, experimental studies were carried out on the XM2VTS images database. This extended database contains 4 recordings of 295 subjects taken over a period of 4 months with rotating head shot in vertical and horizontal directions. Images are coloured and in ppm format. To determine principal symmetrical axes and vertical face zone we brought some transformations to original images like change to GIF format (more compressed) and the use of luminance information only (grey scale images). Instead, coloured images were used for other steps.

4.1. General Results

In this section we will give, discuss and compare the results obtained through experiments made according to the three strategies described above.
Figure 14. Comparison between Gdr measures for Rectangular (first curve), Elliptical (second curve) and contour tracking (third curve) delimitation procedures applied on 259 of XM2VTS images.

The three curves given in Figure 14 were recorded for Gdr measure applied to the 259 first images of XM2VTS database according to Eq. 5. The average rates are also given. These curves show that the three strategies are valid for almost all images processed. Indeed, only 17 images for the first strategy, 16 for the second and 18 for third one have rates below 80% which represents about 6% of fail responses. Comparing the three curves, we can see that in the case of elliptical delimitation results are more regular and closer to 100%.

For the Qdr curves shown on Figure 15, the same remarks can be done. For the three curves, we have only 19, 21 and 19 images which have a Qdr below than 70%. This, represents a failure rate less than 9%.

Combined results between Gdr and Qdr measures show that the three strategies give a success rate (Gdr>=80% and Qdr>=70%) greater than 90%. The best result is given by the second strategy with about 92% of success.
Figure 15. Comparison between Qdr measures for Rectangular (first curve), Elliptical (second curve) and contour tracking (third curve) delimitation procedures applied on 259 of XM2VTS images

For the first strategy, success of the algorithm is based on the success of the initial vertical delimitation face zone but especially on the success of the first step (horizontal limits). For the second one, success is based on correct determination of the major axis of the ellipse. For the third one, it is tied to the success of pursuit procedure.

On Figure 16, we represent the time taken to process each image according to the three strategies. This time is only given for comparison between the three strategies. Results show that the processing time is different for each image. This is due, firstly to the size of the face in the image, and secondly to the quality of the initial detection (rectangular or elliptical) of the face area for the two first strategies.
Figure 16. Comparison between Processing times (Pt) for Rectangular (first curve), Elliptical (second curve) and contour tracking (third curve) delimitation procedures applied on 259 of XM2VTS images

The first strategy gives the lowest Pt average (about 10.39 ms). The second performance is obtained by the third strategy which has also the best regular distribution along the database.

To clarify the comparison between these three cases we give, in Figure 17, a sample of measures Gdr, Qdr and Pt obtained for the 48 first images of the XM2VTS database.
Figure 17. Comparison between Gdr (first plot), Qdr (second plot) and Pt (third plot) on the 48 first images of XM2VTS database

4.2. Compared Results

Results obtained for the three versions of the proposed method are compared to those reported, on the same database (XM2VTS) and with the same measurement criterion, in the work presented in [3]; were Zernike geometrical moments and Eigen-faces are used to train neural network.

<table>
<thead>
<tr>
<th></th>
<th>Gdr mean</th>
<th>Qdr mean</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangular-</td>
<td>94.39</td>
<td>82.05</td>
<td>10.39</td>
</tr>
<tr>
<td>delimitation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elliptical-</td>
<td>94.71</td>
<td>83.74</td>
<td>20.51</td>
</tr>
<tr>
<td>delimitation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contour-</td>
<td>92.52</td>
<td>83.05</td>
<td>15.08</td>
</tr>
<tr>
<td>delimitation</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 1 resumes the mean results obtained for the three strategies of the proposed method. Elliptical-delimitation strategy appears to be the best in terms of Gdr and Qdr measures. However, rectangular-delimitation strategy appears to be the fastest.

**Table 2. Performance Comparison: Proposed Method with those of Paper [3]**

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Gdr mean</th>
<th>Qdr mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elliptical-delimitation</td>
<td>94.71</td>
<td>83.74</td>
</tr>
<tr>
<td>Zernike moments</td>
<td>93.82</td>
<td>82.07</td>
</tr>
<tr>
<td>Eigen-faces</td>
<td>90.16</td>
<td>79.82</td>
</tr>
</tbody>
</table>

Table 2 demonstrate that results obtained in this work and those obtained in the precedent referenced work are very similar in the sense of "quality of detection". However, in the case of the present method, procedure of detection is simpler and promise to be faster. Indeed, the first stage is compiled using the well known correlation function and the second one is based on a trained neural network dedicated to skin pixel recognition according to TSL colour model. The referenced work uses Zernike geometric moments, which time compilation cost is higher than the one required for TSL parameters. This will produce more complex and slower neural networks.

4.3. Out of XM2VTS

In this section we give some examples of applying the proposed method on a set of non-standard images.

**Figure 18. Sample of Results Obtained by Applying Proposed Algorithm to a Set of Non-standard Images**

Figure 18 gives four images from a set of non-standard images which we use to test developed algorithms. The most important characteristics which differ from the XM2VTS standard database images are the non-neutral background, the large variability in face’s dimensions and in face’s position in the image.
5. Conclusion

A fast and efficient face localization method using geometric and skin characteristics was presented in this paper. Firstly we search a vertical symmetry on the image to determine the principal symmetrical axis of the face then a neural network trained to recognize skin pixels is used to delimit the face zone. To do so, three strategies were studied: rectangular, elliptical and contour face’s delimitation models.

Recorded results and their comparison demonstrate that elliptical face’s model delimitation gives best results in terms of quantitative measurement adopted. Processing time, also compiled, demonstrate that rectangular face’s delimitation is faster but contour one is more regular along the database. We demonstrate that "Quality detection" results are similar to those obtained with a referenced method applied on the same database and according to the same measurement criterion. However, simplicity of the presented method increasingly promising to become very efficient when implemented on a hard support which will permit parallel processing.
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