
International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol. 5, No. 3, September, 2012 

 

 

207 

 

Human Action Recognition Based on Oriented Gradient Histogram 

of Slide Blocks on Spatio-Temporal Silhouette 
 

 

Yaqing Li
1,2

, Tanfeng Sun
1,2

 and Xinghao Jiang
1,2,*

 

1
 School of Information Security Engineering Shanghai Jiao Tong University,  

Shanghai 200240, China 
2
 National Engineering Lab on Information Content Analysis Techniques,  

GT036001, Shanghai 200240, China 

{tfsun, xhjiang}@ sjtu.edu.cn 

Abstract 

Video can be regarded as three dimensional spatio-temporal volume, in which human ac-

tion is a three dimensional shape (3D shape) surrounded by the spatio-temporal silhouette 

surface. The type of human action depends on the shape of the silhouette surface. In this pa-

per, we proposed a new feature called Oriented Gradient Histogram of Slide Blocks by build-

ing dense overlapping spatio-temporal slide blocks to detect the shape of the 3D silhouette 

surface of the human action. Sparse coding is adopted to represent videos based on the new 

feature and Random Forest is utilized to classify the types of human actions. Experiments on 

KTH and Weizmann human action datasets demonstrate that the new feature can describe the 

spatio-temporal silhouette surface correctly, accordingly recognize the human action types 

accurately. 
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1. Introduction 

In recent years, public safety issues have become increasingly serious and more and more 

concerned by the whole society. With the frequent occurrence of critical issues such as public 

transport safety, crowd control events and school violence, more and more professional cam-

eras and surveillance systems are installed in corners of public areas. How to recognize hu-

man actions in thousands of Gb videos has become a hot area in the field of computer vision. 

Generally, there are three main steps for human action recognition in videos: feature extrac-

tion, video representation, and human action recognition. 

For feature extraction, the traditional method was to track the body and obtain the trajecto-

ries [1, 2]. This kind of method is based on a 2D or 3D shape model which has a limitation of 

establishing a complete model library. Interest point detection is a very popular feature ex-

traction method. There are corner detection, SIFT interest point by Lowe [3], interest point 

based on a set of linear filter [4], Harris and Förstner interest points [5]. Video representation 

plays an important role in human action recognition and many researchers adopted Bag of 

Words method. This kind of method treats a video as a collection of unordered appearance 

descriptors extracted from local patches which is called “visual words”, and the representa-

tion of a video is a compact histogram of these words centers. In earlier researches, K-means 

cluster algorithm was the most commonly used method [6, 7]. However, the quality of the 

vocabulary is over-reliance on the number of the cluster centers in K-means, and each data is 
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forced to distribute into only one visual word, which may introduce large errors. Sparse cod-

ing has been used in image classification in recent years [8], but randomly used in video pro-

cessing. An improper classifier may lead to a big failure even though the feature and the vid-

eo representation are both effective. Hence, it is important to select a proper classifier. SVM 

classifier has been used very commonly in human actions recognition [9]. However, SVM has 

three drawbacks: first, it is difficult to choose a proper kernel for feature; second, SVM is a 

non-probabilistic binary classifier which can’t deal with multi-categories problems directly; 

third, the training and testing are slow and have limitation in speed. In recent years, latent 

topic models such as the probabilistic latent semantic analysis (PLSA) [10] and the Latent 

Dirichlet Allocation (LDA) [11] has been more and more popular. Method [12] adopted these 

two models to recognition human actions. However, there is a defect in PLSA: there is no 

natural way to use it to assign probability to a new testing observation. In addition, the num-

ber of parameters to be estimated in PLSA grows linearly with the number of training exam-

ple, which suggests that this model is prone to overfitting [12]. 
Many researchers adopted human shape feature [13]. In Navneet Dalal and Bill Triggs’s 

[14] method, HOG is originally proposed as the feature for human detection in images which 

is based on evaluating well-normalized local histograms of image gradient orientations in a 

dense grid. The basic idea of the method is that local object appearance and shape can often 

be characterized rather well by the distribution of local intensity gradients. However, it may 

cause interference when used in human action recognition since it capture the pixels’ gradi-

ents of all the regions repeatedly by an overlapping block including those with none human 

regions. As a result, the accuracy of evaluating human posture and motion direction may be 

reduced. Method [15] use 3D HOG descriptor based on local spatio-temporal (ST) volume 

feature which is built by dense sampling extracting video blocks at regular positions and 

scales in space and time. However, the position of extracted blocks may not be in the regions 

with distinct motion features since it samples regularly.   

Considering the existing problems above, we want to find a feature that can not only avoid 

the non-humanoid area interference with the evaluation of human actions but also contain 

most obvious motion characters. Human action is the combination of human posture and mo-

tion direction, and obviously human body edge is the region with most distinct motion char-

acters. In this paper, we build three dimensional spatio-temporal sliding blocks choosing hu-

man body edge as interested regions and accordingly proposed a new feature called oriented 

gradient histogram of slide blocks on spatio-temporal silhouette which can describe both hu-

man posture and human action directions. A BOW (Bags of Words) model is used based on 

this new feature combining sparse coding to represent videos taking advantage of the max 

spatial pooling which is more robust to local spatial translations and more biological plausible 

[4] and Random Forests as the classifier since it processes quickly. 

The rest of the paper is organized in the following way. In Section 2, we describe the new 

proposed Oriented Gradient Histogram of Slide Blocks on Spatio-Temporal Silhouette feature 

extraction in details. In Section 3, we present the whole human action recognition scheme 

based on the new feature. In Section 4, we evaluate our algorithm and compare the perfor-

mance of our method with other related methods. Finally, Section 5 concludes the paper. 
 

2. Oriented Gradient Histogram of Slide Blocks 

This section describes the proposed new oriented gradient histogram of slide blocks fea-

tures which can describe both the shape of the object and the direction of motion. 
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2.1. 3D Gradient Definition 

The 3D gradient of a pixel is defined: 
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Where ( , , )I x y t  denotes the pixel intensity at position ( , )x y  in frame t . 
xd  and yd  de-

note x  and y  components of the image gradient and 
td  denotes the discrimination of the 

pixel intensity between the front frame and the next frame in the same position.  

 

 

Figure 1. 2D and 3D Gradient. The left figure shows the magnitude and orienta-
tion of 2D gradient. The right figure shows the magnitude and the two orienta-

tions of 3D gradient. 
 

The 3D magnitude ( , , )m x y t  is: 
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Thus there are two orientations ( , , )x y t  and ( , , )x y t : 
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Where ( , , )x y t  denotes the spatial angle of the 3D gradient, ( , , )x y t  denotes the tem-

poral angle of the 3D gradient. Figure 1 shows the 2D and 3D gradient orientation. 
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2.2. Spatio-Temporal Silhouette 

Video stream can be regarded as a three dimensional spatio-temporal volume in which 

human action is a continuous process. Hence each human action in video can be seen as a 

three dimensional shape (3D shape) and the slide area of human body edge can be seen as a 

spatio-temporal silhouette surface shown in Figure 2 (a) (b) (c). Actions of the same type 

generate similar 3D shapes, while there are great differences between the shapes of the differ-

ent action types. For example, Figure 2 (a) shows the 3D shape of the action type of “waving 

hands”, Figure 2 (b) and (c) respectively represents the 3D shape of “walking” and “running” 

and obviously these three shapes are distinctive from each other.  

The type of action depends on the 3D shape which is surrounded by the spatio-temporal 

silhouette. For this reason, the type of human actions in videos can be predicted by detecting 

the shape of spatio-temporal silhouette surface which can be described by the collection of all 

the pixels’ normal directions on the surface. Let 3D oriented gradient represent the normal 

direction, thus the shape of spatio-temporal silhouette surface can be represented by the col-

lection of all the 3D oriented gradients on the surface. 

 

2.3. Slide Blocks Definition 

In order to detect the shape of the spatio-temporal silhouette, we define a series of 3D spa-

tio-temporal overlapping blocks with a unique direction sliding on the spatio-temporal silhou-

ette surface motivated by HOG which detects human in two dimensional image, extending 

two dimensional sliding blocks to three dimensional spatio-temporal blocks, narrowing the 

slide region to interested spatio-temporal silhouette surface shown in Figure 2 (b) (d).  

 

 

Figure 2. Figure (a) shows the three dimensional spatio-temporal contour sur-
face of human action in video. Figure (b) and (d) show the three dimensional 

slide block on the spatio-temporal contour surface. Figure (c) and (e) show the 
slide block on a certain frame 

 

The spatio-temporal block around the spatio-temporal silhouette surface in the direction of 

t from left to right, top to bottom, meaning that each time it slides around a section of silhou-

ette surface perpendicular to t over and moves to the next one. Specifically, we consider a 
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section perpendicular to t, a frame. In fact, the intersection of a frame and the spatio-temporal 

silhouette surface is the edge of human body in this frame. Hence, the sliding of spatio-

temporal block on the silhouette surface in three dimensional space is transformed to the slid-

ing of a two dimensional block around the human body edge from left to right, top to bottom, 

shown in Figure 2 (c) (e). In this paper, we set the length of the spatio-temporal slide block in 

t dimension to 3, which means that when a two dimensional block sliding around the human 

body edge in a frame, the two blocks of the same position in both former and later frames 

should be taken into account at the same time, forming a three dimensional spatio-temporal 

block. Hence, the three dimensional spatio-temporal block can slide over the spatio-temporal 

silhouette surface integrally by controlling a two dimensional block sliding around the human 

body edge completely in a frame. 

Regular edges is roughly divided into four types, vertical edge, horizontal edge, 45 degree 

edge, 135 degree edge as in Figure 3 (a) (b) (c) (d). Each none-directional edge can be catego-

rized approximately as one kind of these four regular edges according to its extension direc-

tion. For example the non-directional edges in Figure 3 (e), the bottom left one can be classi-

fied as belonging to 135 degree edge, while the top right one belongs to horizontal edge. Ac-

cordingly, four types of sliding directions are defined: vertical bottom, horizontal right, bot-

tom left 45 degree, bottom right 45 degree based on the four types of edges. In practice, it is 

implemented by making the following definitions in the two dimensional frames:  

 

 
Figure 3. The Types of Edges 

 

In this paper, several kinds of blocks are defined by dividing each image into equal-sized 

grids in video sequences first. Each grid region is called a “cell” shown in Figure 4 (a). A 

“block” is a larger spatial region composed of some cells shown in Figure 4 (b). A block is 

called a “full block” when edge is detected in this block, the block is called an “empty block”. 

However, if the eight blocks around a specific full block are all empty blocks, this full block 

is forced to be changed to empty block since the edge of human body is considered to be a 

continuous boundary due to the connectivity of human body region. 

 

 
Figure 4. Figure (a) shows the definition of “cell”. Figure (b) shows the defini-

tion of “block”.  Figure (c) shows all the full blocks. Each full block has a 
unique sliding orientation. 

 
(b) (a) 

bottom slide 

right-bottom 

slide 

right-slide 

(c) 
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As a result, all the full blocks form the regions of human body edges. Then, straight line 

fitting is used on all the locations of edge pixels in the full block to estimate the extension 

direction of the edge. Accordingly, each full block is assigned a unique sliding direction by 

matching the straight line with the four types of regular edges. Figure 4 (c) shows all the full 

blocks and some sliding directions. 

In order to slide the edge regions integrally, all the full blocks slide as the following steps: 

Step0: Start from the top row; 

Step1: Start from the left of the row; 

Step2: Move right to detect a full block. If detected, go to Step3, otherwise, go to Step4; 

Step3: Process the full block as described above, get the sliding direction. Slide the block 

from the former one in its sliding direction, meaning that the neighbour block in its sliding 

direction in the upper row, to the current one, as shown in Figure 5 (a), the sliding direction of 

block B is obvious bottom right 45 degree, therefor A is the former one in its sliding direction. 

If the detector detects B, the block will slide from A to B. Go to Step2; 

Step4: If not the bottom row, move to the following row. Go to Step1; else, end. 

When the sliding process is finished, all the edge of human body is slide over. For example, 

as shown in Figure 5 (b), when detected B, the block slides from A to B, similarly, when de-

tected C, the block slides from B to C, and D is the same, the block slides from C to D as well. 

As a result, the block slide on the edge from A to D once. 

 

 
Figure 5. Slide Blocks. Figure (a) shows the slide way of a full block. Figure (b) 

shows the sliding on a continuous edge. 

 

2.4. New Feature Definition 

At each slide step, histogram calculation is processed. At each cell of the three dimensional 

spatio-temporal block, the 3D orientations of all pixels is quantized into some orientation bins, 

weighted by its magnitude to make a three dimensional histogram shown in Figure 6 (a). In 

practice, this is implemented by quantizing both orientations ( , , )x y t  and ( , , )x y t  into an 

orientation bins, and the three dimensional histogram is built with the axes -bins and -bins 

shown in Figure 6 (b). The block histogram is obtained by combining all the cell histograms 

in this block. The two dimensional histogram is formed by splicing all the -bins shown in 
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Figure 6 (c). The value set of the two dimensional histogram can be represented by a vector 

V , the histogram vector. 

For better invariance to illumination, shadowing, etc., each local histogram of a block is 

normalized: 

 
2

1

'
k

j

j

V
iV

i
V







 (5) 

Where V  denotes the histogram feature vector of a block, k  denotes the length of vector 

V , jV  denotes the j th  element of V , 
iV  denotes the un-normalized histogram value of the 

block in position i  and 'iV  denotes the corresponding normalized value. 

When an action is performed, a certain posture is generated followed by the direction of 

movement. The spatial gradient of the edge of human body just contains the posture infor-

mation, while the temporal gradient can show the direction of movement. Since the histogram 

calculation of slide blocks is performed on overlapping block, the gradients of the pixels in 

the sliding regions are repeatedly obtained by the different blocks. Hence, the gradients of 

long continuous edge are strengthened, like arms and legs which are regions with spatially 

distinguishing characteristics undergoing a significant motion in human actions. 

 

 
Figure 6. Figure (a) shows the building of the histogram of slide block. Figure 

(b) shows the three dimensional histogram. Figure (c) shows the two dimen-

sional histogram. 

 

3. Human Action Recognition Scheme based on New Feature 

BOW model is used based on the new proposed feature. As shown in Figure 7, the main 

scheme contains four steps: 
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Figure 7. The Framework of the Proposed Human Action Recognition Scheme 
 

3.1. New Feature Extraction 

At first, we extract the feature vector of each frame in the video sequences by calculating 

the Oriented Gradient Histogram of Slide Blocks on Spatio-Temporal Silhouette as described 

in Section 2. Generally, a normalized block histogram is obtained at each slide of the slide 

block.  The final feature vector of the frame is the accumulation of all the obtained normal-

ized histograms. Hence, the length of the feature vector is equal to the length of the block 

histogram which depends on the number of orientation bins and the block size. Let the num-

ber of bins for  and  are bin  and bin , the block size is 
wblock (cells)  

hblock (cells), thus 

the histogram length of each cell is bin  bin , and the vector length of the block is 3  bin  

 bin   
wblock   

hblock . Obviously, the vector length of the final feature of each frame is 3 

 bin   bin   
wblock   

hblock . 

 

3.2. Feature’s Representation with Sparse Coding 

When all the histograms of video frames are generated using the method recommended in 

last section, sparse coding is adopted to represent the feature in a sparse way. In practice, this 

is implemented by training an optimal dictionary first using some selected features from all 

the obtained features. Consider linear equations: 

 h Ad  (6) 

Where 
m nA   is a full rank matrix called a dictionary and each column of it represents a 

basis vector 
m

ia   (1 )i n  , h  is the original signal. In this case, h  can be linear repre-

sented by the basis vectors of the dictionary. Consider that if h  and A  are both known, how 

to find a d  to establish the equation. This problem is equal to that finding the coefficients of 

the linear combination. Obviously, there is infinite number of solutions. Although some de-

compositions provide an exact reconstruction of the data ( )h Ad , here we consider the ap-

proximate ones in nature. 
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Furthermore, we add some other constrains to the solution d  which is hoped to be as 

sparse as possible, meaning that the number of nonzero elements as small as possible. This is 

an optimization problem and has been demonstrated to have a unique solution if the diction-

ary A  satisfies certain conditions [16, 17]. Hence, the dictionary learning plays an important 

role in sparse representation. Consider a finite training set of signals  
1 2[ , ,..., ]kH h h h  in  

m k  (n << k) used to optimize the empirical cost function [18]: 

    
1

1
,

k

k i

i

f A h A
k 
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Where A  is the dictionary, and ( , )h A  is a loss function that should be small if A  is 

“good” at representing h  in a sparse fashion, 
ih  is the i th  element of h . Thus ( , )h A  can 

be defined as the optimal value of the 
1
 sparse coding problem: 

  
2

2 1

1
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2k
h A h Ad d





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Where  is a regularization parameter which is set to be 0.15 in this paper. The dictionary 

columns 
1 2, ,..., na a a are constrained to have an 

2
-norm less than or equal to one in order to 

avoid arbitrarily large values of A . The convex set of matrices C  verifies the constraint:  

 {  s.t. 1,..., ,   1}m n T

j jC A j n a a      (9) 

Then the problem of minimizing the empirical cost function ( )kf A  can be rewritten as a 

joint optimization problem with respect to the dictionary A  and the coefficients 

1 2[ , ,..., ]kd d d d  in 
n k

 of the sparse decomposition: 
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The optimizing process can be executed iteratively through alternating optimization over 

A  or d  while fixing the other until a specific minimum is obtained. 

When the dictionary is generated, all the original feature vectors are transformed to the 

corresponding sparse codes which are the new feature vectors now. Accordingly, the length 

of feature vector is the number of the basis of the dictionary. 

 

3.3. Reducing Dimension by Max Pooling 

Max spatial pooling following sparse coding is used to represent video by first divide all 

the frames of the video sequences into a set of frame groups in which each frame generates a 

3D orientation histogram. After all the descriptors are obtained, the sparse code of each histo-

gram descriptor is calculated as described in Section B. Then Max spatial pooling function is 

applied on each feature groups generating the final sparse representation vector of each video: 

 1 2max{ , ,..., }j j j kjp d d d  (11) 

Where jd  denotes the i th  frame descriptor of the frame group, k  denotes the number 

of descriptors of the frame group, 
ijd  denotes the j th  element of id , 

jp  denotes the j th  

element of p . At last, each p  of a frame group is combined to form a sparse vector which 

represents the video. 

Figure 8 shows the sparse representation of videos: 
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Figure 8. Video Sparse Representation using Max Spatial Pooling 
 

3.4. Human Action Recognition by Classifiers 

When all the videos get their sparse representations, Random Forest is used to recognize 

and classify human actions. Random forests classifier has several advantages, especially in 

speed. Random forests classifier is much faster in training and testing than traditional classifi-

ers such as SVM, and it is as accurate as SVM. Random forest constructing each tree using a 

different bootstrap sample of the data is a kind of statistical learning theory. 
 

4. Experiment and Result 

In the experiments, KTH (Kungliga Tekniska Högskolan) and Weizmann human motion 

datasets are used to test the new proposed algorithm.  
 

4.1. Experiment Setup 

Feature extraction. The slide step coefficient is set to 0.5. The orientation of ( , , )x y t  

and ( , , )x y t  are both 0°~180°. 

Sparse coding. The regularization parameter   is set to 0.15.  

Random forests. The number of tree is set to 100 in the forest. 

 

4.2. Evaluation and Performance of our Algorithm on KTH 

KTH human motion dataset is the largest available video sequence dataset of human ac-

tions. There are six types of human action in the dataset: walking, jogging, running, boxing, 

hand waving and hand clapping shown in Figure 9. Each type of action is performed four 

times by 25 individuals in varied scenarios of outdoor and indoor environment with illumina-

tion diversification and scale changes. There are totally 599 short video sequences. 
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Figure 9. The example images of video sequences in KTH dataset. The dataset 
is available for download at http://www.nada.kth.se/cvap/actions/ 

 

In order to evaluating the performance of the proposed method, half of data is selected ran-

domly for training leaving the left half as test data set. 

Too big block may cause that the gradient of pixels outside the edge regions brings too 

much interfere, while too small block may bring huge computational cost. In order to study 

the influence of the block size, we test our algorithm using various cell size : 4 (pixels)  4 

(pixels), 6 (pixels)  6 (pixels), 8 (pixels)  8 (pixels) and block size: 1 (cell)  1 (cell), 2 

(cells)  2 (cells), 3 (cells)  3 (cells). Figure 10 shows the dependence of the recognition 

accuracy on the size of cells and blocks. It can be seen that the block size 2(cells)2(cells) 

with the cell size 6(pixels)6(pixels) achieves the best performance that the accuracy is 

93.31%. 

 

 

Figure 10. Evaluation of Block Sizes 
 

Too many bins may lead to a very long histogram vector which will reduce the efficiency 

of the algorithm. However, too few bins may cause low recognition and classification accura-

cy since large angle interval reduces the precision of the orientation. In the evaluation exper-

iment, 5 different numbers of bins are chose to test evaluate performance: 6, 8, 10, 12, 14. 

Figure 11 (a) shows the dependence of the accuracy rate on the number of bins for both  and 

. As shown in the figure, it reaches the highest accuracy rate 93.56% when the number of 

bins is set to 8 for both  and . 
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Figure 11. Figure (a) shows the evaluation of the number of bins. Figure (b) 

shows the evaluation of the length of dictionary 
 

Dictionary plays an important role in sparse representation. Too long dictionary causes 

huge amount of computation, while the recognition of feature vector may be week if the dic-

tionary is too small. The influence of the dictionary length on recognition accuracy has been 

tested on 8 different sizes: 300, 400, 500, 600, 700, 800, 900, and 1000 shown in Figure 11 

(b). It is shown that the most appropriate dictionary size is 400 when the accuracy rate reach-

es 94.04%.  

 

Figure 12. The Evaluation of Group Size 
 

In the step of max spatial pooling, all the frames are divided into several groups and the 

feature descriptor is processed by each group. Too small groups generate long histogram vec-

tor at a very high computational cost. While too big groups reduce the ability of characteristic 

expression, result in a lower recognition accuracy rate. In this paper, five sizes of groups are 

chosen to test the dependence of recognition accuracy on the group size, which are 10 frames, 

15 frames, 20 frames, 25 frames and 30 frames as shown in Figure 12. It is shown that the 

best performance is the accuracy of 95.7% obtained by group of 25 frames. Note that the 

recognition accuracy by group of 10 frames is also high reaching 95.03, however, the compu-

tational cost is relatively higher. For this reason, we choose the group of 25 frames as the 

most appropriate group size. 

The following experiments are performed under the most appropriate parameters: the cell 

size is set to 6 (pixels)  6 (pixels), the block size is set to 2 (cells)  2 (cells), the number of 

bins is set to 8, and the dictionary length is set to 400, the number of frames in each group is 

set to 25. 

 

 
(a) (b) 
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Figure 13. The Recognition Performance on Six Types of Human Actions 
 

The recognition accuracy on the six types of actions is shown in Figure 13. It is shown that 

the best performance reaches 100% obtained at types of “handclapping”. The recognition 

accuracy of “running” and “jogging” is also high reaching 96.08% and 96%. Specially, note 

that similar action types get close accuracy values such as “jogging” and “running”, “boxing” 

and “handwaving”, and this is consist with our intuition. The performance of “boxing” and 

“handwaving” is slightly lower than the other types obtaining both 94% since it may cause 

incorrect prediction due to the similarity between “boxing” and “handwaving”. Overall, all 

the six types of actions get an accuracy rate higher than 90%, and the mean accuracy reaches 

95.7%. From the result of this experiment, it can be seen that the new proposed oriented gra-

dient histogram of slide blocks feature captures the character of human motion effectively, 

and the model based on this feature performs good on human action recognition, getting high 

recognition accuracy rate. 

 

4.3. Evaluation and Performance of our Algorithm on Weizmann 

Weizmann dataset contains 10 action categories containing 90 videos in total, each type of 

actions is performed by 9 subjects. Example frames of the action categories are shown in Fig-

ure 14. We adopt the Leave-One-Out (LOO) training method to perform the recognition of 

each motion type. For each run we learn a model from the videos of eight subjects, and test 

those of the remaining subject. The result is reported as the average of the nine runs.  

 

 
Figure 14. The Example Images of Video Sequences in Weizmann Dataset 

 

We test the performance dependence on block size, number of bins, and the dictionary size 

shown in Figure 15.  When cell size is set to 4(pixels)  4(pixels), block size is set to 1(cell)  



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol. 5, No. 3, September, 2012 

 

 

220 

 

1(cell), the number of bins is set to 10, and the length of dictionary is set to 500, the algorithm 

gets the highest recognition accuracy rate which is 97.5%. 

 

 
Figure 15. Parameters Evaluation 

 

Figure 16 shows the recognition accuracy of each type of Weizmann dataset. It can be seen 

that our recognition model achieves nine 100% accuracy rate of ten. The action type of “skip” 

gets the lowest performance which is 75%. Some recognition mistakes happen on this type of 

action because that it may cause recognition confusion since there are many similarities be-

tween “skip” and “jump”, “skip” and “run”, reducing the recognition accuracy. 

 

 

Figure 16. The Recognition Accuracy for Each Type on Weizmann 
 

4.4. Comparison among Three Algorithms 

The comparison of recognition accuracy on KTH between our algorithm and the state-of-

art is show in Table 1. Two related methods are selected: Gang Yu et. al., [5] and Feng Shi 

et .al., [15]. Both of the two methods choose the videos of 16 persons of each motion type 

randomly as training set, leaving the other 9 persons as test set. In order to compare with them, 

we change our training method the same with theirs. 

Gang Yu et. al., [5] utilizes Random Forest model similar to our method, however, the fea-

ture, which is based on interest points, is very different from ours. As can be seen from the 

table, this new proposed recognition feature combined with sparse coding gets better recogni-

tion accuracy which is 96.76% compared with 91.8% of method [5] since this new feature can 

describe both the shape of the object and the direction of motion by detecting the 3D spatio-

temporal silhouette surface of human action. While the position of interest points may not in 

 
(a) (b) (c) 
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the regions containing obvious movement characters, and the feature of interest points may 

not show the movement characters to the maximum.  

Feng Shi et. al., [15] uses HOG3D feature which is also motivated by HOG feature. How-

ever, the local spatio-temporal (ST) volume feature is built by dense sampling extracting vid-

eo blocks at regular positions and scales in space and time, very different from our human 

body edge regions. It can be seen that the recognition result of our algorithm is 96.76%, better 

than 91.77% of method [15]. This is because that the new feature we proposed chooses hu-

man edge regions as interested regions which contain distinct characters of human motion.  
 

Table 1. Comparison with State-of-art 

Methods Recognition accuracy (%) 

Our method  96.76 

Gang Yu et al. [5](2011) 91.8 

Feng Shi et al. [15](2011) 91.77 

 

The comparison between our method and methods [5, 15] shows that 3D human action 

shape represented by spatio-temporal silhouette surface is an effective way to recognize hu-

man action type. Our new feature oriented gradient histogram of slide blocks which contains 

both the shape of the object and the direction of motion can describe the spatio-temporal sil-

houette surface correctly, accordingly recognize the human action type accurately. The way 

of building three dimensional spatio-temporal sliding blocks on the spatio-temporal silhouette 

surface of human action in our new feature can grab the prominent features of human action, 

making great contribution to recognizing human action accurately. 
 

5. Conclusions 

In this paper, a new feature called oriented gradient histogram of slide blocks on spatio-

temporal silhouette is proposed for human action recognition. This feature is processed by 

defining a series of 3D spatio-temporal slide blocks of which each has a unique sliding direc-

tion on the spatio-temporal silhouette surface. A BOW model is used firstly combining sparse 

coding with max spatial pooling to represent videos based on the new feature and Random 

Forests as the classifier. Experiments show that detecting 3D human action shape represented 

by spatio-temporal silhouette surface is an effective way to recognize human action type. The 

new proposed feature containing both the shape of the object and the direction of motion can 

describe the spatio-temporal silhouette surface correctly, accordingly recognize the human 

action type accurately. The way of building three dimensional spatio-temporal sliding blocks 

on the spatio-temporal silhouette surface of human action in the new feature can grab the 

prominent features of human action, making great contribution to recognizing human action 

accurately. 
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