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Abstract

The goal of automatic speech recognition (ASR) system is to accurately and efficiently convert a speech signal into a text message independent of the device, speaker or the environment. In general the speech signal is captured and pre-processed at front-end for feature extraction and evaluated at back-end using the Gaussian mixture hidden Markov model. In this statistical approach since the evaluation of Gaussian likelihoods dominate the total computational load, the appropriate selection of Gaussian mixtures is very important depending upon the amount of training data. As the small databases are available to train the Indian languages ASR system, the higher range of Gaussian mixtures (i.e. 64 and above), normally used for European languages, cannot be applied for them. This paper reviews the statistical framework and presents an iterative procedure to select an optimum number of Gaussian mixtures that exhibits maximum accuracy in the context of Hindi speech recognition system.
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1. Introduction

The speech recognition problem is the task of taking an utterance of speech signal as input, captured by a microphone (or a microphone array), a telephone or other transducers, and converting it into a text sequence as close as possible to what was represented by the acoustic data. To make such a system ubiquitous, it is important that the system should be independent of speaker and language characteristics such as accents, speaking styles, disfluencies (particularly important in spontaneous speech), syntax and grammar, along with the capability of handling a large vocabulary [1].

Although, ASR technology has made remarkable progress over the last 50 years, there still exist a large number of problems that need to be solved. Gaussian mixture evaluation of acoustic signals is one such problem which is a computationally expensive task. In such systems, calculation of the state likelihoods makes a significant proportion (between 30-70%) of the total computational load [2]. A range of 8 to 64 mixture components per state have been found useful depending on the amount of training data. It is a tedious, time consuming and expensive process if in Gaussian mixture model we gradually increase the number of mixtures and then optimize it. In this paper we present a novel approach to speedup statistical pattern classification by reducing the time consumed in likelihood evaluations of feature vectors by using optimal number of Gaussian mixture components selected on the basis of empirical observations.
Various experiments were conducted using hidden Markov model (HMM) by varying number of mixtures at back-end and by using MFCC and its extension for feature extraction at front-end. Analysis was carried out to select the parameters giving the best results at both ends.

All the investigations are based on the experiments conducted in typical field condition and in the context of databases available for Indian languages. Rest of the paper is organized as follows: Section 2 describes the architecture and working of ASR with the issues related to data preparation for Indian languages. Feature extraction techniques are given in section 3. Section 4 presents the use of HMM with mixture of multivariate Gaussians. In section 5, an experimental comparison of ASR performance with various mixtures and training methods is presented. Finally, the paper concludes with a brief discussion of the experimental results.

2. Design and Modeling of ASR

2.1 Structure and Working

State-of-the-art ASR systems consist of four basic modules: the signal processing components (i.e., pre-processing and feature extraction), the set of acoustic models (i.e. HMM), the language model (i.e. N-gram estimation) and search engine for final decoding as shown in Figure 1. First signal processing module generates features from given speech signal and then pattern classifier module evaluates these features to produce the most likely word sequence as output, with the help of available statistical models and lexicon. The acoustic model typically consists of two parts. The first is to describe how a word sequence can be represented by sub-word units, often known as pronunciation modelling. The second is the mapping from each sub word units to acoustic observations [3]. Language model works using the results of the acoustic models. It accepts the various competitive hypotheses of words from the acoustic models and generates a probability for each sequence of word. This probability is combined with the acoustic models’ likelihood assigned to the respective sequence, providing the overall probability of pronouncing sequence words with the given acoustics.

![Figure 1. ASR Architecture](image)
ASR is a pattern classification approach divided into training and decoding (i.e. testing) parts. The training task consists of taking a collection of utterances with associated word label, and learning an association between the specified word models and observed acoustics. For this it requires various information sources (i.e. databases and corpus) that include waveforms of isolated words or of phonetically labelled phrases. During recognition, the sequence of symbols generated by the acoustic components is compared with the set of words present in the lexicon to produce optimal sequence of words that compose the system's final output. In order to cover the words that are not seen in the acoustic training data, it is necessary to have a grapheme-to-phoneme (G2P) system that uses the word orthography to guess the pronunciation of the word [4].

### 2.2 Data Preparation for Indian Languages

There are 22 officially recognized languages among the 200 or so different written languages used in the Indian subcontinent. Apart from few Perso-Arabic scripts (i.e. Kasmiri, Sindhi and Urdu), all the other scripts (i.e. Assamese, Bengali, Devanagari, Gujarati, Kannada, Oriya, Punjabi, and Telugu etc.) used for Indian languages have evolved from the ancient Brahmi script and have a common phonetic structure. Brahmi-derived scripts are further subdivided into northern and southern groups. The northern group (of which Devanagari is a derivative) extends from northwestern India to Nepal and Tibet in the north, across the subcontinent to Bengal and Bangladesh and further east to southeast Asia (including Thailand, Indonesia and Korea). The other group, also known as Dravidian scripts (i.e., Tamil, Telugu, Kannada and Malayalam) is used predominantly in south India. Devanagari, as the script of Sanskrit literature, became the most widely used script in India by the 11th century. Languages written in Devanagari include Nepali, Marathi, Bengali, Gujarati and Hindi as well as Tibetan and Burmese.

<table>
<thead>
<tr>
<th>Table 1: Hindi Character Set</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vowels</strong> : अ आ इ ई उ ऊ ए ऐ ओ औ अः</td>
</tr>
<tr>
<td>Gutturals (क्षम) : क ख ग घ ङ</td>
</tr>
<tr>
<td>Palatalas (च्चम) : छ ज झ ञ</td>
</tr>
<tr>
<td>Cerebrals (टटम) : ट ठ ड ढ तः</td>
</tr>
<tr>
<td>Dentals (त्तम) : त थ द ध न</td>
</tr>
<tr>
<td>Labials (प्पम) : प फ ब भ म</td>
</tr>
<tr>
<td>Semi-Vowels : य र ल य</td>
</tr>
<tr>
<td>Sibilants : श ष स</td>
</tr>
<tr>
<td>Aspirate : ह</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>字符集</th>
<th>部落</th>
</tr>
</thead>
<tbody>
<tr>
<td>अ आ इ ई उ ऊ ए ऐ ओ औ अः</td>
<td>a a i ï u ù e ë o ò uû aû ah</td>
</tr>
<tr>
<td>क ख ग घ ङ</td>
<td>ka kha ga gha ña</td>
</tr>
<tr>
<td>छ ज झ ञ</td>
<td>ca cha ja jha ña</td>
</tr>
<tr>
<td>ट ठ ड ढ तः</td>
<td>ta thâ da dha ña</td>
</tr>
<tr>
<td>त थ द ध न</td>
<td>ta thâ da dha na</td>
</tr>
<tr>
<td>प फ ब भ म</td>
<td>pa pha ba bha ma</td>
</tr>
<tr>
<td>य र ल य</td>
<td>ya ra la ya</td>
</tr>
<tr>
<td>श ष स</td>
<td>sa sa sa</td>
</tr>
<tr>
<td>ह</td>
<td>Ha</td>
</tr>
</tbody>
</table>
The broad division of all sounds in human languages can be classified into two categories viz. vowels (v) and consonants (c). The vowels in Indian languages include short and long versions of the same sound. There are 12 basic vowels in Hindi languages which are called Barakhadi. The basic set of consonants has been categorized according to the place and manner of articulation as given in Table 1. Besides this, in Hindi language there are some graphemes which do not have atomic sound. They correspond to two or more concatenated phoneme sound, for example, AUM [ॐ] and RI [ऋ]. These can be mapped to a string of unit phonemes.

3. Feature Extraction and Reduction

This phase covers two steps: In the first step, cepstrum coefficients are extracted by applying non uniform filters on Fourier spectrum of speech signals, with the discrete cosine transform. The second step is aimed at incorporating the techniques which project the features into low dimensional subspace, while preserving discriminative information. These techniques are based on linear transformation schemes like principal component analysis (PCA) [5], linear discriminant analysis (LDA) [6] and Heteroscedastic linear discriminant analysis (HLDA) [7].

3.1 Standard MFCC

Mel cepstral feature extraction is used in some form or another in virtually every state of the art speech and speaker recognition system. First, speech samples are divided into overlapping frames. The usual frame length is 25 ms and the frame rate is 10 ms. Each frame is usually processed by pre-emphasis filter to amplify higher frequencies. In the next step Hamming window is applied and Fourier spectrum is computed for the windowed frame signal. A Mel spaced bank of filters is then applied to obtain a vector of log energies. Usually 20 to 40 filters are used depending on application. The output of the filter-bank is then converted to cepstral coefficients by using discrete cosine transform (DCT), where only the first 12 coefficients are retained for computing the feature vector. Finally the feature vector consists of 39 values including the 12 cepstral coefficients with one energy, 13 delta cepstral coefficients and 13 delta delta coefficients [8].

3.2 Extended MFCC

Thirteen extra triple delta features are added in standard 39 MFCC features forming a feature vector of 52 values. These 52 values are then reduced to 39 by applying any feature reduction technique. These techniques are based on linear transformation schemes like principal component analysis (PCA), linear discriminant analysis (LDA) and Heteroscedastic linear discriminant analysis (HLDA). HLDA, first proposed by N. Kumar [7] has been widely used for various feature combination techniques. It maximizes the likelihood of all the training data in the transformed space and each training sample contributes equally to the objective function. We have used HLDA for feature reduction and this procedure is named extended MFCC as shown in Figure 2.

3.3 Robust Features

In noisy environments when training and testing conditions are severely mismatched, these features cannot work well. Therefore, feature domain signal processing methods are applied
to enhance the distorted speech. Spectral subtraction is widely used as a simple technique to reduce additive noise in the spectral domain [9]. In order to eliminate the convolutive channel effect, Cepstral Mean Normalization (CMN) is applied which removes mean vector in the acoustic features of the utterance. An extension of CMN, Cepstral Variance Normalization (CVN) also adjusts feature variance to improve ASR robustness [10]. Relative spectra (RASTA) processing and its variants such as J-RASTA, phase corrected RASTA have also been used to reduce both communication channel effects and noise distortion [11].

![Figure 2. Extended MFCC](image)

4. Gaussian Mixture HMM

In this method continuous density hidden Markov models are used to match the phonetic information of speech signal with the feature vectors derived at front end. Multivariate Gaussian mixtures are used to calculate the likelihood of observation vectors (i.e. spectral features). Representation of phonetic information, HMM topology and number of Gaussian mixtures are the key issues for the implementation of these statistical techniques [12].

4.1 Phonetic Representation of Speech Signals

To decide how speech and non speech units should be represented is essential to build an ASR system. In the limited domain applications where only small vocabulary is needed, the whole word as linguistic unit is the natural choice and exhibit good results. This method is rather unpractical for open systems where new words can be tested. It is also totally infeasible for large vocabulary continuous speech recognition system to use whole word model where several dozens of realizations for every word are required. The opposite extreme is to construct models only for single phonemes which would solve the flexibility and feasibility problems. However, the acoustic realization of a phoneme may heavily depend on the context in which it occurs. This effect is usually called coarticulation which causes a sudden drop in the accuracy. In order to account for the acoustic variability and coarticulation effects, context-based subunits are used, for instance triphones and quinphones. Triphone based system are common, in which subword units are phonemes and each HMM represents a phoneme in the context of a distinct preceding and following phoneme. Context dependent
models like triphones can be constructed in two ways: either word internal or cross word. When constructing word internal models, context beyond the word borders are not considered. On the other hand, for cross word triphones, the phonemes at the end or beginning of neighbouring words are considered to affect the phonology used for modeling [13]. Context dependent modelling significantly increases the number of model parameters to be estimated. The most common solutions used some form of parameter or distribution tying, in which equivalence classes are defined between model constructs (e.g. HMM states) and then constructs in the same class share the same parameters for associated distributions [14].

4.2 Hidden Markov Model

Each subword unit is realized by a hidden Markov model in most state-of-the-art LVCSR systems. HMM is a statistical model [3] for an ordered sequence of symbols, acting as a stochastic finite state machine which is assumed to be built up from a finite set of possible states, each of those states being associated with a specific probability distribution or probability density function (pdf). Three fundamental problems of HMMs are probability evaluation, determination of the best sequence, and parameter estimation. The probability evaluation can be realized easily with the forward algorithm [15]. The determination of the best state sequence is often referred as a decoding or search process. Viterbi search [16] and A* search [17] are two major search algorithms. The parameter estimation in ASR is solved with the well-known maximum likelihood estimation (MLE) using a forward-backward procedure [18]. Several discriminative training methods have been proposed in recent years to boost ASR system accuracy like maximum mutual information estimation (MMIE); minimum classification error (MCE); and minimum word error/minimum phone error (MWE/MPE) [19].

In MLE based HMM we find those HMM model parameters, \( \lambda \), which maximize the likelihood of the HMMs having generated with training data. Thus, given training data \( Y^{(1)} \ldots \ldots Y^{(r)} \) the maximum likelihood (ML) training criterion may be expressed as:

\[
F_{\text{MLE}}(\lambda) = \frac{1}{R} \sum_{r=1}^{R} \log(p(Y^{(r)} | w^{(r)}, \lambda))
\]  

(1)

where \( Y^{(r)} \) is the \( r^{th} \) training utterance with transcription \( w^{(r)} \). This optimization is normally performed using EM [20]. However, for ML to be the best training criterion, the data and models would need to satisfy a number of requirements, in particular, training data sufficiency and model-correctness [21].

The MPE criterion is a smoothed approximation to the phone transcription accuracy measured on the output of a word recognition system given the training data. The objective function in MPE, which is to be maximized, is:

\[
F_{\text{MPE}}(\lambda) = \sum_{r=1}^{R} \sum_{s} P_{\lambda}^k(S | O_r) A(S, S_r)
\]  

(2)

where \( \lambda \) represents the HMM parameters; \( P_{\lambda}^k(S | O_r) \) is defined as the scaled posterior probability of the sentence \( S \) being the correct one (given the model) and formulated by:

\[
P_{\lambda}^k(S | O_r) = \frac{P_{\lambda}(O_r | S)^k P(S)^k}{\sum_u P_{\lambda}(O_r | u)^k P(u)^k}
\]  

(3)

Where \( K \) is the scaling factor typically less than one, \( O_r \) is the speech data for \( r^{th} \) training sentence; and \( A(S, S_r) \) is the raw phone transcription accuracy of the sentence \( S \) given the
reference, $S_r$, which equals the number of reference phones minus the number of errors [22, 23].

4.3 Database for Speech Recognition

For the estimation of acoustic model parameters $\lambda$, and evaluation of ASR performance a corpus of training utterances is required, which is also known as speech database. Ideally, the databases of speech are labelled with textual transcriptions and each speech signal is aligned with its words and phones, so that word-based and phone-based models could be trained automatically.

For the design and development of European languages ASR systems, large and standard databases are available which were prepared by various agencies. For example, TIMIT and ATIS are two of the most important databases that are used to build acoustic models of American English in ASRs [24]. But to prepare such kind of standard databases for Indian languages, no much effort has been done so far. The few databases available for Indian languages are relatively small and phonetically not very rich, as these were prepared by various research groups especially for their own use.

4.4 Mixtures of Multivariate Gaussian

To model the complex speech signal, mixtures of Gaussian have been used as emission pdfs in the hidden Markov models. In such systems, the output likelihood of a HMM state $S$ for a given observation vector, $X_n$ can be represented as a weighted sum of probabilities:

$$p(X_n \mid S) = \sum_{k=1}^{K} w_k P_k(X_n)$$

(4)

Where, parameters of the state pdf are number of mixture components $K$; their weighing factors, $w_k$, which satisfies $w_k > 0$ and $\sum_{k=1}^{K} w_k = 1$; mean vector $\mu_k$ and the variance-covariance matrix $\Sigma_k$ of the $k^{th}$ mixture component. Each mixture component belongs to a $D$-dimensional multivariate Gaussian density function defined as:

$$p_k(X_n) = \frac{1}{(2\pi)^{D/2} |\Sigma_k|^{1/2}} \exp \left\{ -\frac{1}{2} \left( X_n - \mu_k \right)^T \Sigma_k^{-1} \left( X_n - \mu_k \right) \right\}$$

(5)

In practice the full covariance matrices are reduced to diagonal covariance due to computational and data sparseness reasons. By substituting the values of probabilities defined in Equation (5), the state model in Equation (4) becomes the Gaussian mixture model (GMM) defined as:

$$p(X_n \mid S) = \sum_{k=1}^{K} Z_k \exp \left\{ -\frac{1}{2} \sum_{q=1}^{D} \left( \frac{x_{nq} - \mu_{kq}}{\sigma_{kq}^2} \right)^2 \right\}$$

(6)

where $Z_k$ is a constant for each Gaussian i.e.,

$$Z_k = \frac{w_k}{(2\pi)^{D/2} (\prod_{q=1}^{D} \sigma_{kq}^2)^{1/2}}$$

In order to compute efficiently and to avoid underflow, probabilities are computed in log domain. Therefore the log likelihood can be expressed as:
\[
\log p(X_n \mid S) = \log \text{add}_{k=1}^K \left[ \log(Z_k) - \frac{1}{2} \sum_{q=1}^D \frac{(x_{nq} - \mu_{kq})^2}{\sigma_{kq}^2} \right] 
\]  
(7)

Here, the function \( \log \text{add} \) is defined as follows:

\[
\log \text{add}_{k=1}^K[y_k] = \log \left[ \sum_{k=1}^K \exp(y_k) \right] 
\]  
(8)

In a typical HMM-based LVCSR system, the number of model states ranges from 2000 to 6000, each of which is a weighted sum of typically 8–64 multidimensional Gaussian distributions as in Equation (6). For each input frame, the output likelihoods should be evaluated against each active state. Therefore, the state likelihoods estimation is computationally intensive and takes about 30–70% of the total recognition time [25]. This kind of likelihood-based statistical acoustic decoding is so time consuming that it is one of the most important reasons why the recognition is slow. Some LVCSR systems might even decode speech several times slower than real time; that is to say, these systems are not practical for most spontaneous applications, such as man-machine dialogue. Therefore, it is necessary to develop efficient techniques in order to reduce the time consumption of likelihood computation without a significant degradation of recognition accuracy [2].

## 4.5 Large Margin Training of GMM

Inspired by support vector machines (SVMs), a new algorithm known as large margin Gaussian mixture model (GMM), was proposed in literature for multiway classification [26]. SVM provides state-of-the-art performance for many applications in pattern recognition but it is challenging to apply the same in large applications like ASR, which does not require binary classification. Another limitation of SVM is the high computation and memory requirements at the time of training and testing [27]. The parameters of large margin GMMs are trained as in SVMs, by a convex optimization that focuses on examples near the decision boundaries. For complex applications like ASR, large margin GMM has certain advantages over SVM. The reason is that large margin GMMs use ellipsoids to model classes, which induce non-linear decision boundaries in the input space, in place of half-spaces and hyperplanes used by SVMs. One potential weakness of LME is that it updates models only with accurately classified samples. However, it is well known that misclassified samples are also critical for classifier learning. Consequently, LME often needs a very good preliminary estimate from the training set to make the influence of ignoring misclassified samples small [28].

## 5. Experimental Results

The input speech was sampled at 12 kHz and then processed at 10 ms frame rate with a Hamming window of 25 ms to obtain the feature vectors. The CDHMM with linear left-right topology is used to compute the score against a sequence of features for their phonetic transcription. To compute the likelihood of a given word, the word is broken into sub words or its constituent phones, and the likelihood of the phones is computed from the HMMs. Three different HMMs based on word, context independent (CI) phones, and triphones
modeling units, were implemented. In phoneme based HMM, total 48 CI phone models were used. We used word internal triphone models for our experiments.

At front end, two feature extraction methods standard MFCC and extended form of MFCC were investigated. At back end, two training methods MLE and MPE were used. The experiment was performed on a set of speech data consisting of four hundred words of Hindi language recorded by 10 male and 10 female speakers. Since databases from non-Indian languages cannot be used for Hindi (owing to the language specific effects), we have developed our own corpus which includes documents from EMILLE text corpus [29], and popular Hindi news papers. Testing of randomly chosen fifty sentences spoken by different speakers was performed and recognition rate (i.e. accuracy) was calculated as:

\[
\text{Recognition rate} = \frac{\text{Successfully detected words}}{\text{Number of words in test set}}
\]

The decoding was performed in two phases:

- In the first phase, standard 39 MFCC features (i.e. MFCC +Δ+ΔΔ) were used at front-end and models were trained using MLE, MPE and LME.
- In the second phase, 3\textsuperscript{rd} order MFCC (i.e. MFCC + Δ+ΔΔ+ΔΔΔ) features were used, they were processed by HLDA, and models were trained using MLE, MPE and LME.

Many public domain software tools are available for the research work in the field of ASR such as Sphinx from Carnegie Mellon University [30], hidden Markov model toolkit (HTK) from Cambridge University [31] and LVCSR engine Julius from Japan [32]. We have used HTK-3.4.1 in LINUX environment for our experimental work. Further the experiment consists of an evaluation of the system using the room condition and standard speech capturing hardware such as sound card and a head set microphone.

Using the frame synchronous CDHMM statistical model for training and testing the following results were analyzed:

- Variation in the recognition rate with the number of Gaussian mixtures for two different feature extraction techniques.
- Variation in the recognition rate with the number of vocabulary sizes and with the different word representation models.
- Variation in accuracy with different types of training methods as MLE and MPE.
- Variation in the accuracy with the number of Gaussian mixtures for different modeling units.

### 5.1 Experiment with Different Mixtures

Experiments were performed six times with different number of Gaussians along with both standard and extended MFCC features as shown in Figure 3. Further, triphone model as fundamental speech unit and LME technique for parameter estimation, in HMM, were used. Mixtures are in multiples of 2 as it is convenient to split then in this form. According to results, there is an improvement in performance up to 4 mixtures components, but after that no improvement was observed. Extended MFCC gained around 2% improvement over standard MFCC.
5.2 Experiment with Different Vocabulary Sizes

In this experiment, accuracy of the system was observed by varying the size of vocabulary (100 words, 200 words, 300 words and 400 words). Smaller the size of vocabulary, lesser the chances of confusion and hence better should be the accuracy. This fact is supported by results as shown in Figure 4. Four Gaussian mixtures and standard MFCC were used in training of the model to get best results. At back end two models, whole word model and sub word triphone model were investigated with various vocabulary sizes using standard MLE training method. It is not preferable to use whole word model beyond 200 vocabulary size. Only domain specific and small speech system recognition systems can use word models.

5.3 Experiment with Different Training Methods

Experiments were performed by using MLE and MPE training methods. At front-end standard MFCC and 3rd order MFCC integrated with HLDA, the two separate feature extraction techniques were used for speech signal parameterization. The results are shown in Table 2. Four mixture components were used to train HMM in various experiments. Discriminative MPE technique is far better than MLE as it has shown about 2 to 3% improvement in performance. Margin based LME supersedes the standard MLE and MPE.
Table 2. Accuracy with Training Methods

<table>
<thead>
<tr>
<th></th>
<th>Standard MFCC (Non-HLDA)</th>
<th>Extended MFCC (HLDA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLE</td>
<td>86%</td>
<td>87.6%</td>
</tr>
<tr>
<td>MPE</td>
<td>88.5%</td>
<td>91%</td>
</tr>
<tr>
<td>LME</td>
<td>89.6%</td>
<td>91.8%</td>
</tr>
</tbody>
</table>

5.4 Experiment with Different Modelling Units

Experiments were performed by using three standard modelling units viz. word model, phoneme model, triphone model in the context of Hindi language using discriminative training technique [33, 34]. All the models were processed and evaluated with each category of Gaussian mixtures as shown in Table 3. Context independent (CI) phoneme model is better than word model. However, triphone model outperforms both phoneme model as well as word model.

Table 3. Model Accuracy versus Gaussian Mixtures

<table>
<thead>
<tr>
<th>No. of Gaussian</th>
<th>% Accuracy of Different Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Word Model</td>
</tr>
<tr>
<td>1</td>
<td>62</td>
</tr>
<tr>
<td>2</td>
<td>74</td>
</tr>
<tr>
<td>4</td>
<td>82</td>
</tr>
<tr>
<td>8</td>
<td>79</td>
</tr>
<tr>
<td>16</td>
<td>76</td>
</tr>
</tbody>
</table>

6. Conclusion

Recognition of human speech is a problem with many solutions, but still open because none of the current methods are fast and precise enough to be comparable with recognition capability of human beings. Although there are various methods but among all these methods, very little are used in real automatic speech recognition systems. Actually, most of the methods are still at the stage of experimental research and do not provide enough convincing results to be integrated. In this paper we have proposed a novel approach to develop speaker independent speech recognition system for Hindi language using MFCC and its extensions for feature extraction and HMM with Gaussian mixtures to generate acoustic models.

In our approach the numbers of mixture components are kept fixed while mean and variances may be varying from state to state. Experimental results have shown that only 4 Gaussian mixtures, applied for discriminative and margin based techniques, yield optimal performance in the context of small databases available for Indian languages which have been used to train the hidden Markov model. Results also illustrate that for small vocabulary up to 200, whole word model gives maximum accuracy, and beyond that triphone model must be used for better accuracy. At front-end if 3rd order MFCC combined with HLDA (i.e. extended MFCC) is used for feature extraction and at back-end if discriminative minimum
phone error (MPE) or margin based techniques are applied in ASR, accuracy can be improved by 5-6%.
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