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Abstract

This paper presents a new Speaker Recognition Technique aimed at high identification accuracy and low impostor acceptance. This method is based on a modified neural network, which is an extended and improved version of a Self-Organizing Map in multiple dimensions. The goal of this methodology is to achieve high accuracy identification and impostor rejection. The proposed method, Multiple Parametric Self-Organizing Maps (M-PSOM) is a classification and verification technique. This novel method was successfully implemented and tested using the CSLU Speaker Recognition Corpora of the Oregon School of Engineering with excellent results. This method builds a unique parametric neural network for each speaker as opposed to a single neural network for the whole system as it has been done in the past. With this technology a parametric neural network is a unique representation of a speaker’s acoustic signature.
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1. Introduction

Accuracy is very important in all applications but particularly in forensic science, which is the motivation of this research. Audio recordings are commonly presented in Courts of Law as evidence and without an adequate automated way to verify identity there will always be room for doubt. Although a machine will never determine with 100% accuracy the identity of a person based on his or her voice the same can be said of human beings. Nevertheless, a machine will yield a result that is an adequate point of reference that is not subjective or biased in any way.

Speaker Recognition is the process of automatically recognizing a person who is speaking on the basis of individual parameters included in his/her voice. This technology allows information systems to use the user's voice to verify identity and control access to services such as banking by telephone and many other applications. In forensic science this technology could be used to determine if a recorded voice belongs to a particular subject.

Most of the technologies used for Speaker Recognition have been borrowed from Speech Recognition, since this is a mature discipline and many of the concepts and methods can be readily applied. However, in Speech Recognition the objective is to recognize the words being spoken regardless of the speaker, whereas in Speaker Recognition the goal is to recognize the speaker regardless of the words being uttered.

A Speaker Recognition System has the following two main modules: 1) Feature Extraction and 2) Classification and Verification. For feature extraction the most commonly used techniques are MEL-Frequency Cepstrum Coefficients (MFCC) and Linear Predictive Coding.
(LPC) [1-4], Wavelets [5-11] and other specialized techniques [12-20]. For classification and verification, technologies such as Vector Quantization (VQ) [21-22], Hidden Markov Models (HMM & GMM) [11, 23-27] and Neural Networks have been used [8, 15, 28-29].

2. The Multiple Parametric Self-Organizing Maps (M-PSOM)

The SOM neural network was invented by Kohonen [30-31] to classify simple patterns, such as letters fonts consisting of arrays of pixels, where a single input vector \( x \) represents a single pattern. In this way, several representations (fonts) of the same letter are presented to the neural network during several epochs until eventually the SOM allocates a unique cluster for every single class (a letter, in this example).

For Speaker Recognition, the problem is somewhat different and more complex because the speech signal recorded from a speaker utterances, contains multiple acoustic vectors that represent a spoken sentence and therefore, the simplified single-vector input cannot be used as a model of the subject’s voice and consequently a single SOM cluster cannot be designated to represent a speaker.

Specifically in the experiments performed in this research, a single utterance of 5 digits may contain between 200 and 500 acoustic vectors and a training session consisting of multiple sentences, contains around 2000 acoustic vectors per speaker. An acoustic vector is a set of numbers that represent the power of the speech signal in different frequency bands during a short time frame in the order of 20 to 30 ms. As it can be seen, representing a speaker is not just a matter of clustering a few input vectors that define the same pattern, but rather, the problem is to create an acoustic space of \( M \) clusters for a single speaker such that the SOM in this way arranged, will uniquely identify a single speaker. The SOM trained in this manner will become the speaker’s *acoustic signature*.

Another drawback of the basic SOM is that it does not contain any additional information that would allow us to reject an impostor. In the example presented before, if a letter that is not part of the training set (an impostor) is presented to the SOM, the result will be the letter with the most similar shape which corresponds to the cluster that is closest in distance to the sample pattern. Thus, an erroneous character is identified. The basic SOM model was designed for identification by means of minimum distance, but not for verification.

3. The Parametric SOM (PSOM) Model

Based on our previous discussion, it is necessary to add information to the basic SOM to be able to discriminate a pattern, once it has been associated with a cluster. This additional information consists of parameters that represent the size and density of the cluster. The following figure shows a 2-dimension cluster with its main parameters (cluster \( j \), dimensions \( i \) and \( k \)).

The parameters added to each cluster are:

- \( \mu \), the average distance from all vectors clustered together to the centroid of the cluster
- \( \sigma \), the standard deviation of the distances from all vectors to the centroid.
- \( \rho \), the radius or size of the cluster. It is the maximum distance found from all vectors to the centroid of the cluster.
- \( d \), the density, represents the number of vectors associated with a cluster
- $\beta$, the extended radius of acceptance. It’s greater than $\rho$ by 30% and it was found experimentally.

![Figure 1 SOM Cluster Parameters](image1)

**Figure 1 SOM Cluster Parameters**

To understand how these parameters will improve the accuracy, let’s refer to Figure 2, showing a Parametric SOM that has 3 clusters.

![Figure 2. Example of a Parametric SOM](image2)

**Figure 2. Example of a Parametric SOM**

In this example, it can be seen that the nearest cluster to the test vector is cluster number 2. However, if the rule now is that the distance between a test vector and its nearest cluster has to be smaller than the radius of the cluster, this test vector will be rejected. With this simple scheme, several validity rules can be derived, depending on the application. One rule could be to reject vectors whose distances fall beyond $\mu+\sigma$. It was found experimentally that approximately 30% of a speaker’s test acoustic vectors fall in this range. This new threshold for vector acceptance is called $\beta$. Therefore, the most flexible rule was used, that is, to reject vectors whose distance is greater than $\rho$. It was also found experimentally, that when comparing a valid speaker test speech against its trained PSOM, up to 7.5% of the acoustic vectors fall beyond the boundaries of any cluster. This result is used in the algorithm for identification and verification.
However, this rule alone is not sufficient to verify a speaker. Since the SOM algorithm performs its classification by measuring the Euclidian distance from test vectors to all its clusters centroids, it is also necessary to find the global distance from all acoustic vectors to all clusters. The exact algorithm will be presented in the next section. First, let’s introduce the new parametric SOM model, shown in Figure 3.

![Parametric SOM Architecture](image)

**Figure 3. Parametric SOM Architecture**

The parameters of the PSOM can be stored in a matrix $P$ of $M$ rows (one per cluster) and 4 columns, one for each parameter. Not all parameters are required for all applications. Particularly, the standard deviation, $\sigma_i$, requires an additional cycle of computations since it depends on the mean, $\mu_i$. If the standard deviation is not required, it should be left out of the model to improve performance.

4. **The MPSOM Training Algorithm**

The algorithm is tailored to Speaker Recognition and in this system a single PSOM represents a single Speaker, that is, a PSOM is the user’s unique acoustic signature. Thus, for multiple Speakers we will use Multiple PSOM (MPSOM). The input to the algorithm is the set of all Acoustic Vectors ($AV$) obtained after feature extraction performed with a MFCC processor. The following are the steps of the training algorithm.

**Step 0.** Initialization of weights:
- All the acoustic vectors ($AV$) are collected first, $N$ vectors of $K$ bands each.
- Weight matrix $W$ with $w_{ij}, i=1,..K, j=1,..M$, is initialized with the histogram frequency distribution of each band $K$ of $AV$.
- Values of each band $K$ are statistically distributed into $M$ bins and stored into the vector $h$.
- Each row of $W$ is initialized with the corresponding vector $h$. 
Step 1. Set topological neighborhood parameters (linear, initial radius = 2).
- Set learning rate parameters ($\alpha = 0.5$, decreasing linearly to 0.1).
- Initialize the parameters matrix $P(M,4)$ with zeroes.
- Initialize the matrix of final distances $FD(M,N)$ with zeroes.

Step 2. Perform steps 3-9 $E$ times, where $E$ is the maximum number of epochs ($E = 10$ was found to be an adequate value)

Step 3. For each input vector $x$, do steps 4-7.

Step 4. For each cluster $j$, we compute:
$$D(j) = \sum_{i}(w_{ij} - x_i)^2$$

Step 5. Find index $j^*$ such that $D(j^*)$ is a minimum and calculate its corresponding distance $Z$.

Step 6. For all units $j$ within a specified neighborhood of $j^*$, and for all $i$, update their weights:
$$w_{ij}(\text{new}) = w_{ij}(\text{old}) + \alpha[x_i - w_{ij}(\text{old})]$$

Step 7. On the last cycle (i.e., $E$ = maximum) do:
Increment cluster density and store it:
$$d_j = d_j + 1$$
$$P(j^*, 4) = d_j$$
Store distance:
$$FD(j^*, d_j) = Z$$

Step 8. Update learning rate ($\alpha$).

Step 9. Initial radius is 2. After half of the epochs are processed, the radius is reduced to 1, and 0 when $\frac{3}{4}$ of the epochs are reached.

Step 10. Compute statistical parameters:
For cluster $j=1, .. M$ do:
- If density $d_j > 0$ then
  Let $s = \{\text{a set of distances in } FD \text{ from 1 to } d_j\}$
  $$\mu_j = \text{average}(s) = \frac{1}{d_j} \sum_{k=1}^{d_j} s_k$$
  $$\sigma_j = \sqrt{\frac{1}{d_j} \sum_{k=1}^{d_j} (s_k - \mu_k)^2}$$
  $$\rho_j = \text{max}(s)$$
  $$P(j,1) = \mu_j$$
  $$P(j,2) = \sigma_j$$
  $$P(j,3) = \rho_j$$
end if
The initialization of the weights in step 0 is done with the known statistics of the acoustic vectors of the speaker to be clustered, instead of using random numbers, which is the traditional method. The training of the MPSOM was found to be faster with this initialization technique, requiring only ten epochs ($E = 10$) for training, while with random numbers takes up to 10 times longer.

5. The MPSOM Architecture

In this architecture, the recorded voice of each Speaker in digital format is segmented in time frames corresponding to 30 ms of the speech signal. Each frame is processed by a MFCC Feature Extraction Processor to obtain an acoustic vector for each frame. Thus, every speaker has a set of training vectors (acoustic vectors), $AV$ that is used to train its PSOM model. Each acoustic vector has 16 values corresponding to the power in 16 MFCC frequency bands as shown schematically in Figure 4. After training, the system will have Multiple PSOM models, one for each trained speaker. Figure 5 shows the new proposed architecture for $U$ Speakers. As more users are added to the system, the number of PSOMs will increase but no retraining of the previous PSOMS is necessary which results in a great advantage of this method compared to other solutions.

![Figure 4. Speech Signal Translated into Acoustic Vectors (AV) using MFCC](image-url)
The specific design of the MPSOM for Speaker Recognition has 16 clusters arranged in a linear array. The initial radius is 2, reduced to 1 after half of the epochs have been processed, and reduced to 0 after ¾ of the epochs have been reached. The learning rate, $\alpha$, has an initial value of 0.5 and is linearly decreased on each epoch by an amount equal to $\alpha/E$, where $E$ is the maximum number of epochs.

For Speaker Identification, the test AVs are compared against each of the trained PSOMs. Only the PSOM of the claimed identity is used for comparison. This comparison is based on minimum Euclidian distance and the statistical parameters stored in the $\mathbf{P}$ matrix. The PSOM with the minimum distance that fulfills the parameters criteria is identified. In this case, the rejection or acceptance of the speaker is done using only the statistical parameters stored in matrix $\mathbf{P}$ and the global distance of the test acoustic vectors to the whole PSOM.

For Speaker Verification, only the PSOM of the claimed identity is used for comparison. In this case, the rejection or acceptance of the speaker is done using only the statistical parameters stored in matrix $\mathbf{P}$ and the global distance of the test acoustic vectors to the whole PSOM. The following section explains in detail the algorithm and rules for rejection or acceptance of a claimed identity.

![Figure 5. Multiple-PSOM Architecture for Speaker Recognition](image-url)
6. The Multiple PSOM Retrieval Algorithm

The retrieval algorithm of a MPSOM has 2 versions: one for identification and another one for verification. In this section the identification algorithm is explained since it is more general and in fact contains the verification logic as part of the final decision to identify the closest PSOM found.

In speaker recognition, the acoustic vectors obtained from each user’s speech vary from a few hundred to several thousand depending on the length of the speech being processed. The algorithm needs to compute the overall distance between a set of acoustic vectors and the clusters of the MPSOM.

The algorithm is as follows:

Step 1. For all trained users, \( u=1 \) to \( U \)

Step 2. Obtain \( T_{Su} \) a matrix that contains all test acoustic vectors for user \( u \), using MFCC. Each row of \( TS \) corresponds to a speech signal frame.

Step 3. \( \text{minDistance} = \infty \)
\( \text{match} = 0 \)

Step 4. For all candidate users, \( v=1 \) to \( U \)
\( d = \) compute distortion of matrix \( T_{Su} \) against PSOM matrices \( W_u \) and \( P_u \) (the details are explained in the next section)
if \( d \neq \infty \) AND \( d < \text{minDistance} \) then
\( \text{minDistance} = d \)
\( \text{match} = v \)
(User \( v \) has been identified as a candidate)
end if
end for

Step 5. if \( \text{match} = 0 \) then
Speaker \( u \) is an unknown user (an impostor)
else
\( \mu_v = \text{avg}(\mu) = \frac{1}{M} \sum_{j=1}^{M} \mu_{v,j} \) \hspace{1cm} (1) \hspace{1cm} (Obtain average of \( \mu \) from PSOM of user \( v \))
\( \delta = |(\text{minDistance} - \mu_v)|/\mu_v \) \hspace{1cm} (2) \hspace{1cm} (Compute variation)
if \( \delta > \beta \) then
(Speaker \( u \) is an unknown user)
else
Speaker \( u \) matches with trained user \( v \)
end if
end if


The details of computing the overall distortion in step 4 are explained in the next section. For now, it is enough to say that the algorithm returns the average distance of all clustered vectors to the centers of their corresponding clusters. If the number of vectors that fall outside all clusters is greater than 7.5% the algorithm stops and returns the symbolic value...
infinity (∞). The value of 7.5% was found experimentally as it is explained in the experiments and results sections. This logic accomplishes two tasks: first, it eliminates impostors in one step, and second, it improves performance since the algorithm stops earlier when the condition is found.

Even with the above validation criterion that filters out most impostors, many times unmatched users have their test acoustic vectors inside the boundaries of the MPSOM of a trained registered user. Step 5 implements the Verification logic. Even if a valid user with a minimum overall distance was identified, this step performs the final validation rule.

Equation 1 is used to calculate the average of parameter μ of the identified candidate MPSOM (μv). This average distance is compared to the overall average distance, d, obtained by the distortion computation algorithm. Equation 2 is used to compute the ratio of variation between these two average distances. Finally, condition 3 (δ > β) is used to reject or accept the claimed identity of the speaker. The value of β, which is the maximum ratio of variation, has been experimentally found to be in the range of 0.25 and 0.30. If a value of 0.25 is used, the ratio of impostor rejection is very high, but the ratio of positive verification decreases. When a value of 0.30 is used, the contrary effect occurs.

7. The Distortion Computation Algorithm

This algorithm calculates the average distance of all acoustic vectors to the centers of all clusters. This is a feature that represents how well the acoustic vectors were clustered by minimizing their distances to the centers of the clusters. This parameter is used to confirm identity because an impostor will have a distortion average larger than the true speaker, even if the impostor’s clusters match the true speaker’s clusters. The algorithm is as follows:

- For each vector in the training set TS, find its Euclidian distance to each cluster j in W, j=1,.. M
- Find the minimum distance to each cluster j.
- After all the vectors have been clustered, obtain the average distance to each cluster:
- Obtain the overall distortion by averaging all the non-zero cluster averages

8. Experiment Methodology and Data Selection

To test the algorithms, several known speech corpora were investigated and the CSLU Speech Corpora for Speaker Recognition was selected. The selection was based on the fact that the recordings of these voices are aimed specifically to investigate Speaker Recognition [39].

The data selection consists of 2 sets of 16 speakers. Eight other speakers were also used as impostors for the final experiments, for a total of 40 speakers. The selection objective was to have a balanced population containing equal number of speakers of both genders and spanning a wide range of ages. The age range goes from 16 to over 70 years old. Most papers published by other researchers have used a population from 14 to 30 speakers. Thus a balanced population of 32 trained speakers plus 8 impostors (not trained) is adequate for this research. Obviously, the more speakers evaluated, the more reliable results are expected.

The youngest speaker selected is a boy, who was 16 years old when the first sessions were recorded, and was 18 years old in the last sessions. He was selected for the challenge in recognizing his voice even though it changed notoriously during that period of time.
Experiments Design

One of the goals of this research was to compare the performance of the PSOM against other methods. We chose the vector quantization (VQ) model because this is one of the most widely implemented techniques to identify speakers. Additionally, the experiments were designed to test the performance of Identification, Verification, Impostor Rejection and Text Independence. The experiments were chosen such that we could measure the following metrics:

- Performance of Classification Techniques: VQ vs. Multiple PSOM
- Multiple PSOM Identification Accuracy and Positive Verification
- Multiple PSOM Impostor Rejection using speakers outside the trained population (External Impostor)
- Multiple PSOM Text-Independence using a sentence not part of the training session

It has to be noted that to compare the PSOM and VQ classification techniques, only the identification without verification experiment was done. The reason for this is that the basic algorithm of VQ [16] does not provide a method for verification. The comparison was done on the basis of accuracy, not speed. The reason for this is that the Multiple PSOM method is aimed at high accuracy for applications in Forensic Science.

For the text-independence experiment, CSLU record type “bd” of Session 1 was used for all trained users. The sentence spoken is “Here I am in Miami and Illinois”. This sentence does not contain any digits, whereas the PSOMs were trained strictly with sequences of spoken digits.

9. Results and Analysis

The algorithms were implemented using the standard MATLAB® software platform. Several initial experiments were performed to obtain the best method for pre-processing the speech signal. This signal conditional is done in the time domain and consists of several tasks, namely, to eliminate noise, to remove artifacts such as those sounds produced by the lips when they separate to start the first phoneme, to remove periods of silence that do not convey useful information, to normalize the data points and to find the best time frame to segment the signal. After all these signal conditioning tasks the data points were run through a MFCC processor to obtain the Acoustic Vectors. The results of training and testing those vectors are explained in the following sections.

Comparison of Classification Techniques: VQ vs. M-PSOM

To compare the accuracy of both methods, each trained speaker was compared against all the population of trained users of its data set. Four data sets were used: Data Set 1 (16 speakers), Data Set 2 (16 speakers), Data Set 3 is Data Set 1 plus the first 8 speakers of Data Set 2, and Data Set 4 (32 speakers) is the combination of Data Sets 1 and 2. In this way the accuracy is measured with different speaker sets and as a function of data set size. This experiment was done in identification mode only, since the VQ method does not provide a verification algorithm. The results are shown in the following table from which it can be seen that PSOM has a higher accuracy than Vector Quantization as it was expected.
Table 1. Summary of Identification Performance for VQ and PSOM

<table>
<thead>
<tr>
<th></th>
<th>Data Set 1 (size=16)</th>
<th>Data Set 2 (size=16)</th>
<th>Data Set 3 (size=24)</th>
<th>Data Set 4 (size=32)</th>
<th>Average Hit Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>VQ</td>
<td>Hits = 15</td>
<td>Hits = 15</td>
<td>Hits = 21</td>
<td>Hits = 28</td>
<td>90.7%</td>
</tr>
<tr>
<td></td>
<td>Ratio = 93.8%</td>
<td>Ratio = 93.8%</td>
<td>Ratio = 87.5%</td>
<td>Ratio = 87.5%</td>
<td></td>
</tr>
<tr>
<td>PSOM</td>
<td>Hits = 16</td>
<td>Hits = 15</td>
<td>Hits = 22</td>
<td>Hits = 29</td>
<td>94.0%</td>
</tr>
<tr>
<td></td>
<td>Ratio = 100%</td>
<td>Ratio = 93.8%</td>
<td>Ratio = 91.7%</td>
<td>Ratio = 90.6%</td>
<td></td>
</tr>
</tbody>
</table>

Multiple PSOM Identification and Positive Verification Tests

For this part of the experiments, we have to consider the use of the β parameter explained previously. The β parameter defines, along with the size of the cluster, ρ, the verification rule for acceptance or rejection of a claimed identity.

Before the algorithms were tested, special computer programs were run to estimate the number of test acoustic vectors that fall beyond the size of the cluster, ρ, for all trained users, as well as the inter speaker distances in percentage. It was found that a maximum of 7.3% of valid vectors fall beyond the ρ boundary. We set this threshold at 7.5% and use it in the distortion computation algorithm.

The value of β was obtained by averaging the ratio of variation of average distance of the all trained users. It was found that the range 0.25 ≤ β ≤ 0.30 is adequate for several applications.

To estimate the accuracy of impostor rejection and positive verification using 16 speakers per data set we have the following possibilities:

- Maximum number of cases = 256 (16 Speakers claiming the identity of 16 speakers)
- Positive Verification Cases = 16
- Maximum Number of Impostor Cases = 256 – 16 = 240

For β=0.3, the number of impostor attempts accepted as valid was 9 therefore:

- Impostor Acceptance Ratio = 9/240 = 0.0375 = 3.75%
- Impostor Rejection Ratio = 100 - Impostor Acceptance Ratio = 96.25%
- Positive Verification Ratio = 16/16 = 100%

For β=0.25, the number of impostor attempts accepted as valid was 4, therefore:

- Impostor Acceptance Ratio = 4/240 = 0.0167= 1.67%
- Impostor Rejection Ratio = 100 - Impostor Acceptance Ratio = 98.33%
- Positive Verification Ratio = 14/16 = 87.5%

These ratios are for impostors within the same population of trained users. The value of β has to be chosen according to the accuracy required for the specific application. For a banking application that requires a password to be spoken on the phone, a β=0.25 would work very well because it is going to reject more than 98% of the impostor attempts. For those valid
users that cannot be verified automatically (12.5%), their calls can be transferred to a customer service representative that will verify the identity in another way.

**Multiple PSOM Text-Independence Experiment**

The purpose of this experiment is to determine the accuracy of the algorithm when tested with acoustic vectors of valid trained users, using sentences other than those used for training the PSOMs. The training set was built upon several recordings made in sessions 1 and 2 of sentences that contain different sequences of 5 digits.

For this experiment, CSLU record type “bd” corresponding to the sentence “Here I am in Miami and Illinois” was used. This sentence is totally different from all sentences used for training. Sixteen test sets corresponding to the sixteen trained users were obtained from these utterances. For this experiment, $\beta=0.275$ was chosen.

In this case, the hit ratio is 12/16 or 75.0%. In the previous experiments only one of the six different sentences used for training was used for testing. Now when a totally different sentence is used, the accuracy decreases to 75%, but still shows that the algorithm exhibits text independence.

To explain this phenomenon, let’s analyse Table 2 [26] that shows the phonemes contained in the spoken English digits.

The ARPABET code indicates the sequence of phonemes used to utter each word. The American English language has 48 phonemes [1]. Out of these 48 phonemes, the digits use 17, or 35%.

For training purposes, only 35% of the phonemes were used, and still the Multiple PSOM algorithm recognizes 75% of the speakers when a sentence other than the ones used for training was attempted.

To improve the accuracy of the results, the solution is to train the PSOM with sentences that contain more phonemes than just the ones used to pronounce the digits. This is usually the case in normal applications. To prove this hypothesis, the 4 speakers that were rejected were retrained using CSLU record type “az” corresponding to the sentence “It's been two years since Dave kept shotguns”.

**Table 2. Sound Lexicon of English Numbers**

<table>
<thead>
<tr>
<th>Digit</th>
<th>ARPABET Equivalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero</td>
<td>Z-IH-R-OW</td>
</tr>
<tr>
<td>One</td>
<td>W-AH-N</td>
</tr>
<tr>
<td>Two</td>
<td>T-UW</td>
</tr>
<tr>
<td>Three</td>
<td>TH-R-IY</td>
</tr>
<tr>
<td>Four</td>
<td>F-OW-R</td>
</tr>
<tr>
<td>Five</td>
<td>F-AY-V</td>
</tr>
<tr>
<td>Six</td>
<td>S-IH-K-S</td>
</tr>
<tr>
<td>Seven</td>
<td>S-EH-V-AX-N</td>
</tr>
<tr>
<td>Eight</td>
<td>EY-T</td>
</tr>
<tr>
<td>Nine</td>
<td>N-AY-N</td>
</tr>
<tr>
<td>Oh</td>
<td>OW</td>
</tr>
</tbody>
</table>

In this case, using $\beta=0.3$ the Hit Ratio is $15/16 = 93.75\%$, which proves that to increase the accuracy of the verification algorithm, the speech used for training has to contain the highest number of phonemes practically possible. For some applications the need for text-
independence is not a requirement. Most commercial applications work with spoken numbers only.

**Multiple PSOM External Impostor Rejection Test**

In these experiments, acoustic vectors from speakers not part of the trained set were used. After the results found in the previous experiment, it was decided to use one of the sentences used in the training session. This way, the system was more challenged.

The experiments consisted in using the acoustic vectors of 8 non-trained users as impostors claiming the identities of the 16 trained (valid) users. Thus, 128 impostor attempts were made in each experiment. For \( \beta = 0.30 \) we found that 5 impostor attempts were accepted whereas for \( \beta = 0.25 \), only 2 impostor attempts failed to be detected. The next table summarizes the results.

**Table 3. Summary of Impostor Rejection Results**

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>Impostor Acceptance</th>
<th>Impostor Rejection</th>
<th>Impostor Acceptance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>( 2/128 = 0.156 )</td>
<td>100%</td>
<td>98.4%</td>
</tr>
<tr>
<td>0.30</td>
<td>( 5/128 = 3.9% )</td>
<td>100%</td>
<td>96.1%</td>
</tr>
</tbody>
</table>

These results are slightly better than expected, based on the analysis done in the identification and positive verification experiment but clearly show how one can tune a single parameter, \( \beta \), to arrive at an acceptable precision that is a trade-off between rejecting valid speakers and accepting impostors.

**10. Conclusions**

A new method for Speaker Recognition, *Multiple Parametric Self-Organizing Maps (PSOM)*, was designed, implemented and tested successfully yielding an accuracy slightly better than other state-of-the-art methods such as VQ, HMM, GMM and Wavelets. This method is one of the most precise algorithms for Speaker Recognition due to the incorporation of additional parameters to a well known neural network and the extension of the SOM model to multiple dimensions. Other researchers have reported accuracies between 89\% and 98\%, but mostly below 96\%. [8, 32-38].

The high accuracy results obtained with this automated tool are promising for use in many applications, especially for those that require high precision or high impostor rejection ratios such as criminal investigations and forensic science.

The emphasis in the design and implementation of the Multiple Parametric SOM architecture was on precision rather than on speed. However, this same system can perform well in online applications by relaxing the precision of the verification module, that is, by making \( \beta = 0.3 \) and by eliminating \( \sigma \), the standard deviation of the distances, that requires an additional cycle of computations. For customer service applications over the telephone, the accuracy can be as low as 85\% because the other 15\% that the automated system cannot resolve is transferred to customer service representatives who use additional information to verify the speaker. By simply adjusting a single parameter, \( \beta \), a company can tune the accuracy of the system and thus the number of people required to resolve the exceptions.

Additional development can be made to improve the performance of this methodology and make it more suitable for real time use. Particularly, the distortion computation algorithm can be run in parallel and not sequentially as it was implemented in this research. This can be accomplished by using several processing engines if the algorithm is implemented in
hardware or multiple threads of execution in a multitasking program if the system is implemented in a personal computer.
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