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Abstract

Understanding the polarization of light is becoming increasingly important in the study of non-linear optics in computer vision. This is caused by the polarization state of light can provide an essential information concerning the observed surface orientations more proficient than the intensity information from conventional imaging system in many light condition. That is the reason why polarization imaging system can be widely used for many application in computer vision field, such as object recognition, shape estimation or object segmentation. In the other side, stereo vision infers scene geometry from images pair with different viewpoints. Using Stereo vision can improve image understanding technique by obtaining depth information from pairs of digital images. Partially, many researchers have been done a lot of method in both imaging vision technique. However, there is very little research to combine the stereo vision with polarization imaging. The motivation of proposed work is come from nature, from many animals that use two eyes to sense a polarization light as a further source of visual information. The developed prototype is made of a stereo camera set-up with two liquid crystal components in front of the lenses. This article also describes the geometric and the photometric calibration process that is required and provides algorithms that enable to extract both three-dimensional information and polarization information.
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1. Introduction

The main function of polarization imaging camera is to perform fixed quantity analysis of the polarization of light. In the last decades, polarized light has been widely used in optical devices and displays in the computer vision field. Polarization imaging working in one aspect of three independent aspects of light: The orientation/direction of vibration/oscillations. Two aspect of light such as amplitude (brightness) and wavelength (color) are familiar qualities, that many researcher have done on it. In nature, details of the source of light and the reflecting surface can be ascertained from the polarization of light. It fact is widely believed that insects, such as some species of ants and bees, use polarized light to determine the position of the sun, position of their nests and identify flowers [23]. The important advantages of polarization imaging such as ability to give more information about the object based-on light status and can be easily applied by adding a polarizer in front of a camera, make many researchers used polarization in the various areas of computer vision, such as 3D reconstruction of shape, object recognition and so on.
Beside polarization vision ability, in the nature, some insects also use two eyes to see and identify object. It’s mean they utilize a stereo vision system besides their ability to extract polarization information from the light. The stereo vision system is a well known technique for obtaining depth information from different view in a pairs of images. The big challenge is to find correspondences between two images. Once the correspondences between the two images are known, the depth information of the objects in the scene can be easily obtained. This is the motivation of our research, we want develop a method to choose the best stereo matching system that can be used for polarization images without losing polarization information, and how to extract and present the polarization information such as the ability of these insects.

We try combine the advantage from polarization imaging and stereo vision system. The text starts with an introduction into imaging polarimetry and stereo vision, an efficient technique for measuring light polarization from stereo images, and moves onto some test and evaluation to present improved result from Polarization stereoscopic imaging prototype. The final aim is to develop a low price polarization sensitive camera setup with parallel acquisition using a stereo system.

2. Previous Work

Polarization vision has been used for image identification [18], Shape estimation [22] and dielectric or metal discrimination [13]. Analysis of the polarization pattern caused by surface reflection has been done to provide constraints on surface geometry. This research applies to specular reflection and to diffuse reflection; the directionality of the molecular electron charge density, interacting with the electromagnetic field of the incident light [13]. It is obtained when un-polarized light is reflected from a surface, and becomes polarized [4]. Most of research aimed to extracting information from polarization data. It involves by placing a linear polarizer in front of a camera and taking images of an object or a scene with the polarizer oriented at different angles [5, 12]. For polarization sensitive imaging system, some research started by [15],[16],[17] with two designs polarization camera; Setup with two CCD cameras using a beam splitter in front of them. The application with beam splitter [11] was used for clinical mapping of skin cancer. Other work has involved experimenting with liquid crystal technology to enable rapid acquisition of polarization images [11].

The comprehensive stereo vision research in [2], done to categorize all many methods exist for combining information about an scene (or object) from two or more views. Partially, many researcher done many technique to solve a problem in stereo system, such as geometric calibration to obtained intrinsic parameters of the two cameras (focal length, image center, parameters of lenses distortion) and extrinsic parameters (rotation and translation that aligns the two cameras) [11]. Computing rectifying homographies for stereo vision [1],[3] and also research about methodology for the evaluation of (binocular) stereo vision algorithms [7].

Some stereo vision research related to stereo and photometric application such as Atkinson, et al technique [8], their research deal with surface reconstruction developed by uses polarization information from two views. In their method, these correspondences are found by exploiting the spontaneous polarization of light caused by reflection to recover surface normals. These normals are then used to recover surface height. Mizera, et al [8] demonstrate the advantage of stereo video polarimetry for representing a 3D object in parallel view stereo format, a car with a shiny bodywork
and also having strong reflection polarization. Using this technique, any polarization pattern in the nature can be measured and visualized in three dimensions.

3. Polarization Vision

Three polarization parameters can be measured by a simple set up; the intensity of light, angle of polarization and degree of polarization. Intensity of Light is the quantity perceived by human vision and can be recorded by imaging sensors as time averaged energy, and the other two parameters can not be perceived by unassisted eyes or conventional imaging sensor. The angle of polarization is orientation of the polarized component in a partially linearly polarized light with respect to a certain reference, varies from 0 to a maximum value of 180 degrees. Degree of polarization (also referred to as partial polarization) could be defined as the relative proportion of the linearly polarized component in a partially linearly polarized light. It varies from zero (completely un-polarized) to one (completely linearly polarized light).

Polarization state or partial linear polarization of light can be measured using linear polarizer installed in front an imaging sensor. Incident lights result in partially linearly polarized and linearly polarized will be a sinusoids which having a non-zero and zero values for their minima respectively. A sinusoid can be characterized using three polarizer condition only. For that, three different images captured with a polarizer oriented at three different angles between 0°-180° are required. Following the work of [7],[11], three different intensity are taken from image intensity measurements at polarizer angles 0°, 45° and 90° (I₀, I₄₅ and I₉₀), and the partial linear polarization parameters are computed as follows :

The angle of Polarization is \( \varphi = 0.5 \times \arctan \left( \frac{I₀ + I₉₀ - 2I₄₅}{I₉₀ - I₀} \right) \)

If \( I₉₀ < I₀ \) [ if \( I₄₅ < I₀ \) \( \varphi = \varphi + 90 \)] else \( \varphi = \varphi + 90 \) \( (1) \)

Intensity \( I = I_{\min} + I_{\max} = I₀ + I₉₀ \) \( (2) \)

The degree of polarization \( \rho = \frac{(I₀ - I₀)}{(I₉₀ - I₀) \cos 2\varphi} \) \( (3) \)

In another research [4],[9], polarization state can be measured using formula of Stokes parameters. It can be done with multiplies the Mueller matrix of a linear polarizer \( M(\alpha) \) by a Stokes Vector \( (s) \), to get \( I_p(\alpha) \) :

\[
M(\alpha) = \frac{1}{2} \begin{pmatrix}
1 & \cos 2\alpha & \sin 2\alpha & 0 \\
\cos 2\alpha & \cos^2 2\alpha - \sin^2 2\alpha & \sin 2\alpha \cos 2\alpha & 0 \\
\sin 2\alpha & \sin 2\alpha \cos 2\alpha & \sin^2 2\alpha - \cos^2 2\alpha & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

\[
s = \begin{pmatrix}
s₀ \\
s₁ \\
s₂ \\
s₃
\end{pmatrix}
\]

\[
\text{for a partial linearly pol. } s₃=0
\]

\[
I_p(\alpha) = \frac{1}{2}(S₀ + S₁ \cos 2\alpha + S₂ \sin 2\alpha)
\]

(4)

Then, stokes parameters are computed by applying least squares method to (4) with \( \alpha \) between 0° and 180°. From \( S₀, S₁ \) and \( S₂ \), we can calculate the polarization state by the following equations :
Intensity
\[ I = S_0 \] (5)

The degree of Polarization
\[ \rho = \frac{\sqrt{S_1^2 + S_2^2}}{S_0} \] (6)

The angle of Polarization
\[ \varphi = \arctan \frac{S_2}{S_1} \] (7)

4. Stereo Vision

The computational stereo in computer vision field has been known for more than 20 years and two main problems involve in this area, first the correspondence problem; how to find a correct point in the left image associated with a point in the right image, and the second is the reconstruction problem; step to recover 3D points from known point matches. Reconstruction problem can be found by triangulation, this is a relatively simple step. But, the correspondence problem is more challenging because it should facing photometric distortions and noise, specular surfaces and transparent objects, perspective distortions Uniform/ambiguous regions, repetitive/ambiguous patterns, or occlusions and discontinuities.

To simplify the correspondence problem, many researcher exploit the epipolar geometry, by searching for the point correspondence along an epipolar line. In general, epipolar lines are not aligned with coordinate axis. To reduce time consuming point match searches, by comparing pixels on skew lines in image space, we need a method to rectify images [1] to determine transformations of each image plane such that pairs of conjugate epipolar lines become collinear and parallel to one of the image axes (usually the horizontal one, see fig. 1).

![Figure 1. Strategy to solve the correspondence problem](image)

Matching cost computation between two images done by searching and comparing the point correspondence along an epipolar line. It is evaluated based on similarity statistics by compare windows containing the image neighborhood of processed pixel. In our case, we use local methods matching because observations were made on a pixel level of polarization images.
5. Material and Method

The Imaging system setup must be able to accommodate images from stereo vision system as well as images from polarization imaging system. Two calibration steps are required: first, a photometric calibration to estimate the orientation of the polarizer. Second, a geometric calibration to compute images correspondence from stereo imaging. Rectify stereo images process needed to facilitate image processing to find pixel by pixel correspondence between left and right images in horizontal line of scene, rows by rows.

5.1. Imaging System

The set up consists in one pair of cameras with two states liquid crystal component combined with a fixed polarizer in front of the respective lenses. This imaging setup can produce 4 polarized images (0° and 90° in the left camera and 0° and 45° in the right camera).
5.2. Calibration

There is two vision system working in this imaging system installation; Polarization imaging system and stereo imaging system. Calibration is the important step to ensure both system run convenient with the actual circumstances in this experiment environment.

5.2.1. Polarization Calibration: First calibration in polarization imaging system, to get the accuracy of the measure of the polarization angle after reflection from some surface, we used very precisely polarizing filter and control fine tunings time evolution of incident light. The polarization angle is estimate by placing another linear polarizing filter in front our polarizing filter setup and capturing multiple frames for different orientation \( \theta \) of the polarizer (see fig. 5).

Images captured from left camera with liquid crystal polarizer set to 0° and right camera set to 45°. In front our setup, variable polarizer was set 0°-180° for each camera. We select random region of interest in the images and compute mean the intensity in that area, we call this measured intensity.
Figure 6. Polarization Calibration Result

Computation is using eq. (4) to (7)) for each pictures in left and right camera separately. The expected polarization intensity is calculated by least square method and compare to the mean intensity measured. Ideally, the difference should be zero. But a slight difference of one or two grey levels can be tolerated at scaled of 256 grey levels. Higher difference between expected and measured result means the images are too much noise (see fig. 6).

5.2.2. Geometric Calibration: Second calibration in the stereo imaging system. It needed to get accurate information about the internal and external camera parameters from geometry computation. We were captured ten pairs of calibration pattern images. The system was calibrated using the Matlab camera calibration toolbox from J.Y. Bouguet [12]. Images were rectified using the method proposed by [1].

5.3. Feature Detector, Stereo Matching and Remove Outliers

The feature descriptor SIFT [5],[20] are used as input for the matching process. Stereo correspondence point are found using local methods by looking the most similar matches based on local image properties (in predefined neighborhood/window). Two inputs from left image and right image (with the same $\alpha$ polarizer at $0^\circ$) are comparing by local matching score algorithm Normalized SSD (Sum of Squared Differences). This algorithm obtain a better matching results when applied to polarized images compared to other local matching algorithms (NCC, SSD, SAD, census, rank) [10]. NSSD Algorithm is computed as the following equation:
\[ \sum_{(x,y)} \left( \frac{I_1(u,v) - I_1(u+d,v)}{\sqrt{\sum_{(x,y)} I_1(u,v) - I_1}} - \frac{I_2(u+d,v) - I_2}{\sqrt{\sum_{(x,y)} I_2(u+d,v) - I_2}} \right) \] 

(8)

\( I_1 \) and \( I_2 \) are the source images respectively and \( S(x,y,d) \) is the result of normalized sum of squared differences of the pixel \((x,y)\). \( d \) is the offset in the target image (right camera) with respect to the pixel \((x,y)\) in the reference image (left camera).

Once the point matches were computed, outliers are removed using RANSAC method [19], [21]. This approach fits a fundamental matrix to a set of matched image points.

5.4. Extract Polarization Information

The imaging setup in this research can produce 4 polarized images; 0° and 90° in the left camera and 0° and 45° in the right camera. To obtain the polarization state of incident light we just need capture three different intensity images through a set of polarization filters. \( I_0 = (I_{0\text{left}} + I_{0\text{right}})/2 \), \( I_{45\text{right}} \) and \( I_{45\text{left}} \) are a representation of the image intensity measurements taken at an angle of polarizer of 0°, 45° and 90°. The angle of polarization, the degree of polarization and the intensity can be obtained based on equations (1) to (3) above. From equation (4):

\[ I_a = \frac{I_{0\text{tot}}}{2}(1 + \rho \cos(2\alpha - 2\varphi)) \] 

(9)

and we got a angle of polarization :

\[ \varphi = a \tan\left( \frac{I - \frac{2I_{45}}{I_{0\text{tot}}}}{I - \frac{2I_{45}}{I_{0\text{tot}}}} \right) / 2 \] 

(10)

From the angle of polarization, we can compute the degree of polarization :

\[ \rho = \frac{I - \frac{2I_{45}}{I_{0\text{tot}}}}{\sin(a \tan(\frac{I - \frac{2I_{45}}{I_{0\text{tot}}}}{I - \frac{2I_{45}}{I_{0\text{tot}}}}))} \] 

(11)

Polarization state computation is performed on the pixels which were found by the matching algorithm described in the previous step.
6. Result

This is the important step to proof that we can extract polarization state from stereo system. First, try to validate angle of polarization founded from proposed system is correct as angle of polarization in nature. Second, choosing polarizer intensity to accomodate stereo matching computation, to enhanced extract polarization computation based-on that matching result.

6.1. Validating Angle of Polarization Information

![Figure 7. Validating Angle of Polarization Result](image)

In this work, we use a Indonesian traditional puppet called wayang as object. To ensure the calculation of the polarization state of the light is correct, we were set the polarized incident light condition with a known angle. This step can be achived by inserting a polarizer in front of the setup system (see fig. 7). Five set conditions of incident light (0 °, 10 °, 20 °, 30°, 45°) were used and compared with the angle of Polarization obtained with our method (Table 1).

### Table 1. Average Results of Polarization Information for each scenes Incident Light (0°,10°,20°,30°,45°)

<table>
<thead>
<tr>
<th>Incident Light angle</th>
<th>Average result Angle of Pol</th>
<th>% of Average Error Angle of Pol</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>2.1586</td>
<td>0.0216</td>
</tr>
<tr>
<td>10°</td>
<td>8.7851</td>
<td>0.1879</td>
</tr>
<tr>
<td>20°</td>
<td>16.0545</td>
<td>0.3605</td>
</tr>
<tr>
<td>30°</td>
<td>26.6184</td>
<td>0.5662</td>
</tr>
<tr>
<td>45°</td>
<td>39.7027</td>
<td>0.8470</td>
</tr>
</tbody>
</table>

Table 1 present an average result from computation of extract angle of polarization by our system obtained from each pixel found by mathing algorithm, comparing with polarized incident light angle.

6.2. Choosing Polarizer Intensity To Enhance Stereo Matching Result

The aim of this part is to find the best combination product from Imaging system, that can improve the quality of the stereo matching result, in which has direct influence on increasing
the quality of the polarization information result. Here, again, we were validating the best combination of polarizer setup in our system, to get the best stereo matching result.

**Table 2. Combination Polarization Intensity for Input Imaging System**

<table>
<thead>
<tr>
<th>Setup</th>
<th>Left camera</th>
<th>Right Camera</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 1</td>
<td>0°</td>
<td>0°</td>
</tr>
<tr>
<td>Data 2</td>
<td>(0°+90°)/2</td>
<td>0°</td>
</tr>
<tr>
<td>Data 3</td>
<td>(0°+90°)/2</td>
<td>45°</td>
</tr>
<tr>
<td>Data 4</td>
<td>(0°+90°)/2</td>
<td>(0°+45°)/2</td>
</tr>
</tbody>
</table>

This parts are uses a similar technique with validating Angle of Polarization Information technique above. But we do some combination images with polarization intensity for left and right camera as illustrated in table 2. We also implement our imaging system setup for 5 different object (see fig. 8). Each object represents a specific properties, such as opaque objects (expresso), specular (wayang, padlock), object with simple (box) and complex scene(multi).

![Fig. 8. Test Object for Enhance StereoMatching result](image)

In Fig. 9, for all class combination of polarization intensity (Data 1-4), our imaging setup giving a good result for object with complex scene (multi). Good result is if we can increase the point found. The interesting part is, in two specular object that we have, the object with complex pattern such as wayang was giving a high result, but the object with simple pattern such as padlock only give a low result. It meaning, our setup have a good chance to implement in nature environment, in which it has a complex scenes, pattern, and has many variations of specularity.
Figure 9. Bar chart for Point found in various object

The result of polarization information and distribution of point found can be seen in Table 3. Here, for distribution of point found, we make some normalization data. For each scenes, we normalized to zero. Column -15 denote the values of point found in that region (near area from zero – good result).

For Angle of Polarization result, we can see all class combination of polarization intensity, give a similar result, if we compare angle of polarization with scenes of incident light (10°, 20°, 30°, 45°). But if we consider accuracy of point found distribution, class Data 1 give a better result than the other, because most point distribution found in area 0-15, that very close with the right places.

Table 3. Average Results of Angle of Polarization for each scenes Incident Light (0°,20°,30°,45°) on Polarizer Class data 1 – data 4

<table>
<thead>
<tr>
<th>Polarizer Class</th>
<th>Scenes</th>
<th>Mean AoP</th>
<th>Point Found Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0-15</td>
</tr>
<tr>
<td>data 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>7.249762</td>
<td>550</td>
<td>61</td>
</tr>
<tr>
<td>20</td>
<td>17.8542654</td>
<td>528</td>
<td>52</td>
</tr>
<tr>
<td>30</td>
<td>25.5667618</td>
<td>505</td>
<td>120</td>
</tr>
<tr>
<td>45</td>
<td>45.9720791</td>
<td>431</td>
<td>30</td>
</tr>
<tr>
<td>data 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>6.6141552</td>
<td>405</td>
<td>24</td>
</tr>
<tr>
<td>20</td>
<td>18.0061343</td>
<td>445</td>
<td>44</td>
</tr>
<tr>
<td>30</td>
<td>26.7309584</td>
<td>424</td>
<td>86</td>
</tr>
<tr>
<td>45</td>
<td>44.8689796</td>
<td>419</td>
<td>41</td>
</tr>
<tr>
<td>data 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>7.03942593</td>
<td>438</td>
<td>39</td>
</tr>
<tr>
<td>20</td>
<td>18.0578075</td>
<td>420</td>
<td>37</td>
</tr>
<tr>
<td>30</td>
<td>25.6131649</td>
<td>409</td>
<td>100</td>
</tr>
<tr>
<td>45</td>
<td>45.5150561</td>
<td>427</td>
<td>33</td>
</tr>
<tr>
<td>data 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>7.07918524</td>
<td>441</td>
<td>38</td>
</tr>
<tr>
<td>20</td>
<td>17.9979191</td>
<td>426</td>
<td>31</td>
</tr>
<tr>
<td>30</td>
<td>26.1554569</td>
<td>417</td>
<td>86</td>
</tr>
<tr>
<td>45</td>
<td>45.0333101</td>
<td>439</td>
<td>36</td>
</tr>
</tbody>
</table>
6.3. Multi Orientation Filter in One Scene

In this section, experiments conducted to see more clearly the variation of polarized light originating from reflection on the object, which successfully extracted from one scene. In the real objects in nature, the light that reflected on an object would have many variations in orientation. Therefore, this experiment is to show this setup have the ability to capture the variations of incident light and extract polarization information with the proper orientation and use it for further processing such as 3D shape reconstruction, segmentation or object identification.

Experiments carried out by adding a polarizer sheet with a known angle of 20°, 30° and 45° and capturing it in one scene. We just made two experiments; first take is combination of polarizer 20° and 45° and the second take is with polarizer 30° and 45°. The next step is to analyze and visualize the results to see the accuracy of the extraction of the angle of polarization of that multi-orientation filter.
Visually, the algorithm were able to extract the polarization state in accordance with the actual situation. It is still have a few mistakes orientation of angle of polarization extracted. We doing this experiment to another object (fig. 12) and our setup still provide a close result to actual incident light status.

![Figure 12. Angle of Polarization result with Multi Orientation Filter with other object](image)

**7. Conclusion**

The main advantage of this method are simplicity of installation. Setup only takes two general CCD camera with a polarizer rotator in front of stereo camera. Each image was taken twice sequentially to get four polarized images (0° in left and right, 45° in right and 90° in left). The important issues to get the accuracy of the extracted polarization component is depend on the stereo point matching results from the extracted features in the previous step. More features are detected, will affect to higher possibility matching points found and in the end higher polarization state component extracted. That is why an important improvement to be done in this section.

We presented a simple but novel technique for extracting polarization state component from points correspondence a pair of calibrated polarization images. Our stereo polarization system design with liquid crystal polarizer in every camera can capture 4 polarized images with different orientation of \( \alpha \) polarizer, and also sensitive polarization state component. Experiments show that our method gives good performance in complex background, especially when there is some light reflected from specular parts.
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