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Abstract

Feature selection (FS) is a global optimization problem in machine learning, which reduces the number of features, removes irrelevant, noisy and redundant data, and results in acceptable recognition accuracy. It is the most important step that affects the performance of a pattern recognition system. This paper presents a novel feature selection algorithm based on particle swarm optimization (PSO). PSO is a computational paradigm based on the idea of collaborative behavior inspired by the social behavior of bird flocking or fish schooling. The algorithm is applied to coefficients extracted by two feature extraction techniques: the discrete cosine transforms (DCT) and the discrete wavelet transform (DWT). The proposed PSO-based feature selection algorithm is utilized to search the feature space for the optimal feature subset where features are carefully selected according to a well defined discrimination criterion. Evolution is driven by a fitness function defined in terms of maximizing the class separation (scatter index). The classifier performance and the length of selected feature vector are considered for performance evaluation using the ORL face database. Experimental results show that the PSO-based feature selection algorithm was found to generate excellent recognition results with the minimal set of selected features.
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1. Introduction

Face recognition (FR) has emerged as one of the most extensively studied research topics that spans multiple disciplines such as pattern recognition, signal processing and computer vision. This is due to its numerous important applications in identity authentication, security access control, intelligent human-computer interaction, and automatic indexing of image and video databases. Many approaches to face recognitions have been developed; an excellent survey paper on the different face recognition techniques can be found in [1].

The success of any FR methodology depends heavily on the particular choice of the features used by the (pattern) classifier. It is known that a good feature extractor for a face recognition system is claimed to select as more as possible the best discriminant features which are not sensitive to arbitrary environmental variations such as variations in pose, scale, illumination, and facial expressions. Feature extraction algorithms mainly fall into two categories: geometrical features extraction and, statistical (algebraic) features extraction [2 - 8]. The geometrical approach, represent the face in terms of structural measurements and distinctive facial features that include distances and angles between the most characteristic
face components such as eyes, nose, mouth or facial templates such as nose length and width, mouth position, and chin type. These features are used to recognize an unknown face by matching it to the nearest neighbor in the stored database. Statistical features extraction is usually driven by algebraic methods such as principal component analysis (PCA), and independent component analysis (ICA) [6]. These methods find a mapping between the original feature spaces to a lower dimensional feature space. The shortage of PCA is that it treats inner-class and out-class equally [3], [4], [5] and therefore it is sensitive to light and changes of expressions. LDA has higher performance than PCA in face recognition but the traditional LDA can not provide reliable and robust solution since their separable criterion is not relevant to classification precision. Alternative algebraic methods are based on transforms such as downsampling, Fourier transform (FT), discrete cosine transform (DCT), and the discrete wavelet transform (DWT). Transformation based feature extraction methods such as the DCT and DWT were found to generate good FR accuracies with very low computational cost [8]. DCT is one of the approaches used in image compressing which is also used to extract features [9], [10]. Wavelet analysis has both a good qualities in time domain and frequency domain which is an ideal tool in analyzing unsteady signals. The DCT and the DWT feature extraction methods are explained in detail in Section 2.

Feature extraction methods commonly represent the face images with a large set of features in which features do not contribute equally to the face recognition task. Feature selection (FS) in pattern recognition involves the derivation of the feature subset from the raw input data to reduce the amount of data used for classification and simultaneously provide enhanced discriminatory power. The selection of an appropriate set of features often exploits the design criteria such as redundancy minimization and decorrelation, and minimization of the reconstruction error. For many pattern classification problems, a higher number of features used do not necessarily translate into higher recognition rate [11]. In some cases the performance of algorithms devoted to speed and predictive accuracy of the data characterization can even decrease. Therefore, feature selection can serve as a pre-processing tool of great importance before solving the classification problems. The purpose of the feature selection is to reduce the maximum number of irrelevant features while maintaining acceptable classification accuracy. Feature selection is of considerable importance in pattern classification, data analysis, multimedia information retrieval, biometrics, remote sensing, computer vision, medical data processing, machine learning, and data mining applications.

The feature selection seeks for the optimal set of $d$ features out of $m$ [11-13]. One possible approach would be to do an exhaustive search among all possible feature subsets $\binom{m}{d}$ and choose the best one according to the optimization criterion at hand. However, such an approach is computationally very expensive. Several methods have been previously used to perform feature selection on training and testing data, branch and bound algorithms [14], sequential search algorithms [15], mutual information [16], tabu search [17] and greedy algorithms [12]. In an attempt to avoid the prohibitive complexity FS algorithms usually involve heuristic or random search strategies. Among the various methods proposed for FS, population-based optimization algorithms such as Genetic Algorithm (GA)-based method [7], [18], [19] and Ant Colony Optimization (ACO)-based method have attracted a lot of attention [20]. These methods attempt to achieve better solutions by using knowledge from previous iterations with no prior knowledge of features.

In this paper, a face recognition algorithm using a PSO-based feature selection approach is presented. The algorithm utilizes a novel approach that employs the binary PSO algorithm to
effectively explore the solution space for the optimal feature subset. The selection algorithm is applied to feature vectors extracted using the DCT and the DWT. The search heuristics in PSO is iteratively adjusted guided by a fitness function defined in terms of maximizing class separation. The proposed algorithm was found to generate excellent recognition results with less selected features.

The main contribution of this work is:

- Formulation of a new feature selection algorithm for face recognition based on the binary PSO algorithm. The algorithm is applied to DCT and DWT feature vectors and is used to search for the optimal feature subset to increase recognition rate and class separation.
- Evaluation of the proposed algorithm using the ORL face database and comparing its performance with a GA- based feature selection algorithm and various FR algorithms found in the literature.

The rest of this paper is organized as follows. The DCT and the DWT feature extraction techniques are described in Section 2. An overview of Particle Swarm Optimization (PSO) is presented in Section 3. In Section 4 we explain the proposed PSO- based feature selection algorithm. Finally, Sections 5 and 6 attain the experimental results and conclusion.

2. Feature Extraction

The first step in any face recognition system is the extraction of the feature matrix. A typical feature extraction algorithm tends to build a computational model through some linear or nonlinear transform of the data so that the extracted feature is as representative as possible. In this paper DCT and DWT were used for feature extraction as explained in the following Sections.

2.1. Discrete Cosine Transform (DCT)

DCT has emerged as a popular transformation technique widely used in signal and image processing. This is due to its strong “energy compaction” property: most of the signal information tends to be concentrated in a few low-frequency components of the DCT. The use of DCT for feature extraction in FR has been described by several research groups [8], [9], [10] [21], [22], [23] and [24]. DCT was found to be an effective method that yields high recognition rates with low computational complexity. DCT exploits inter-pixel redundancies to render excellent decorrelation for most natural images. After decorrelation each transform coefficient can be encoded independently without losing compression efficiency. The DCT helps separate the image into parts (or spectral sub-bands) of differing importance (with respect to the image's visual quality). DCT transforms the input into a linear combination of weighted basis functions. These basis functions are the frequency components of the input data. DCT is similar to the discrete Fourier transform (DFT) in the sense that they transform a signal or image from the spatial domain to the frequency domain, use sinusoidal base functions, and exhibit good decorrelation and energy compaction characteristics. The major difference is that the DCT transform uses simple cosine-based basis functions whereas the DFT is a complex transform and therefore stipulates that both image magnitude and phase information be encoded. In addition, studies have shown that DCT provides better energy compaction than DFT for most natural images.

The general equation for the DCT of an NxM image \( f(x, y) \) is defined by the following equation:
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\[ F(u, v) = \alpha(u)\alpha(v) \sum_{x=0}^{N-1} \sum_{y=0}^{M-1} \cos \left( \frac{\pi M}{2N} (2x + 1) \right) \cos \left( \frac{\pi M}{2N} (2y + 1) \right) f(x, y) \]  

(1)

Where \( f(x, y) \) is the intensity of the pixel in row \( x \) and column \( y \); \( u = 0, 1, \ldots, N-1 \) and \( v=0, 1, \ldots, M-1 \) and the functions \( \alpha(u), \alpha(v) \) are defined as

\[
\alpha(u), \alpha(v) = \begin{cases} 
\sqrt{\frac{2}{N}} & \text{for } u, v = 0 \\
\sqrt{\frac{2}{M}} & \text{for } u, v \neq 0 
\end{cases}
\]

(2)

For most images, much of the signal energy lies at low frequencies (corresponding to large DCT coefficient magnitudes); these are relocated to the upper-left corner of the DCT array. Conversely, the lower-right values of the DCT array represent higher frequencies, and turn out to be small enough to be truncated or removed with little visible distortion, especially as \( u \) and \( v \) approach the sub-image width and height, respectively. This means that the DCT is an effective tool that can pack the most effective features of the input image into the fewest coefficients.

The original face image can be roughly reconstructed only by few DCT coefficients. This makes the choice of the number of DCT coefficient initially used in the face recognition system very critical. The effect of the number of DCT coefficients used as features for face recognition is examined in Section 5. This includes the effect of the number of coefficients on the quality of the reconstructed image and the recognition rate. The study is extended by examining the performance of the dynamically generated feature subset generated by the PSO feature selection algorithm.

2.2. Discrete Wavelet Transform (DWT)

Wavelets have many advantages over other mathematical transforms such as the DFT or DCT. Functions with discontinuities and functions with sharp spikes usually take substantially fewer wavelet basis functions than sine-cosine functions to achieve a comparable approximation. Wavelets have been successfully used in image processing since 1985 [8], [22], [25], and [26]. Its ability to provide spatial and frequency representations of the image simultaneously motivates its use for feature extraction. The decomposition of the input data into several layers of division in space and frequency and allows us to isolate the frequency components introduced by intrinsic deformations due to expression or extrinsic factors (like illumination) into certain sub-bands. Wavelet-based methods prune away these variable sub-bands, and focus on the space/frequency sub-bands that contain the most relevant information to better represent the data and aid in the classification between different images. There exists a large selection of wavelet families depending on the choice of the mother wavelet. In this paper FR using the DWT is based on the facial features extracted from a Haar Wavelet Transform [8, 22]. The Haar wavelet transform is a widely used technique that has an established name as a simple and powerful technique for the multi-resolution decomposition of time series. Earlier studies concluded that information in low spatial frequency bands play a dominant role in face recognition. In 1986, Sergent [26] shows that the low frequency band and high frequency band play different roles. The low frequency components contribute to the global description, while the high frequency components contribute to the finer details required in the identification task. Sergent has also demonstrated that as human face is a non-
rigid object, it has abundant facial expressions; and expressions influence local spatial components of face.

The Haar wavelet transform has been proven effective for image analysis and feature extraction. It represents a signal by localizing it in both time and frequency domains. Wavelets can be used to improve the image registration accuracy by considering both spatial and spectral information and by providing multi-resolution representation to avoid losing any global or local information. Additional advantages of using the wavelet-decomposed images include bringing data with different spatial resolution to a common resolution using the low frequency sub-bands while providing access to edge features using the high frequency sub-bands.

As shown in Figure 1 at each level of the wavelet decomposition, four new images are created from the original $N \times N$-pixel image. The size of these new images is reduced to $\frac{1}{4}$ of the original size, i.e., the new size is $\frac{N}{2} \times \frac{N}{2}$. The new images are named according to the filter (low-pass or high-pass), which is applied to the original image in horizontal and vertical directions. For example, the LH image is a result of applying the low-pass filter in horizontal direction and high-pass filter in vertical direction. Thus, the four images produced from each decomposition level are LL, LH, HL, and HH. The LL image is considered a reduced version of the original as it retains most details. The LH image contains horizontal edge features, while the HL contains vertical edge features. The HH contains high frequency information only and is typically noisy and is, therefore, not useful for the registration. In wavelet decomposition, only the LL image is used to produce the next level of decomposition.

![Figure 1. A 3-level wavelet decomposition of an N x N-pixel image](image)

Figure 2 shows the decomposition process by applying the 2D Wavelet Transform on a face image. The original image (shown in Figure (2a)) is decomposed into four sub band images (shown in Figure (2b)) similarly, 2 levels of the Wavelet decomposition as shown Figure (2c) can be obtained by applying the wavelet transform on the low frequency band sequentially.

In Figure (2b), the sub band LL corresponds to the low frequency components in both vertical and horizontal directions of the original image. Therefore, it is the low frequency sub band of the original image. The sub band LH corresponds to the low frequency component in the horizontal direction and high frequency components in vertical direction. Therefore it holds the vertical edge details. Similar interpretation is made on the sub bands HL and HH.

As the change of facial expressions mainly varies in eyes, mouth and other face muscles, from the technical point of view, it involves mainly changes of edges. Let's take Figure (2b) as an example, the horizontal features of eyes and mouth are clearer than its vertical features,
the sub band HL can therefore depict major facial expression features. The sub band LH, the vertical features of outline and nose are clearer than its horizontal features, depicts face pose features. The sub band HH is therefore the most important for rigid object recognition because it depicts the structure feature of the object. But human faces indeed are non-rigid objects, the sub band HH is the unstable band in all sub bands because it is easily disturbed by noises, expressions and poses. Therefore, if wavelet transform is applied to decompose face images, the sub band LL will be the most stable sub band.

![Figure 2. 2D Wavelet decomposition of a face image. (a)The Original Image (b) 1-Level Wavelet Decomposition (c) 2-Level Wavelet decomposition](image)

3. Particle Swarm Optimization (PSO)

PSO proposed by Dr. Eberhart and Dr. Kennedy in 1995 is a computational paradigm based on the idea of collaborative behavior and swarming in biological populations inspired by the social behavior of bird flocking or fish schooling [27], [28], [29], and [30]. Recently PSO has been applied as an effective optimizer in many domains such as training artificial neural networks, linear constrained function optimization, wireless network optimization, data clustering, and many other areas where GA can be applied [29].

Computation in PSO is based on a population (swarm) of processing elements called particles in which each particle represent a candidate solution. PSO shares many similarities with evolutionary computation techniques such as GA's. The system is initialized with a population of random solutions and searches for optima by updating generations. The search process utilizes a combination of deterministic and probabilistic rules that depend on information sharing among their population members to enhance their search processes. However, unlike GA's, PSO has no evolution operators such as crossover and mutation. Each particle in the search space evolves its candidate solution over time, making use of its individual memory and knowledge gained by the swarm as a whole. Compared with GAs, the information sharing mechanism in PSO is considerably different. In GAs, chromosomes share information with each other, so the whole population moves like one group towards an optimal area. In PSO, the global best particle found among the swarm is the only information shared among particles. It is a one-way information sharing mechanism. Computation time in PSO is significantly less than in GAs because all the particles in PSO tend to converge to the best solution quickly [29].

3.1. PSO Algorithm
When PSO is used to solve an optimization problem, a swarm of computational elements, called particles, is used to explore the solution space for an optimum solution. Each particle represents a candidate solution and is identified with specific coordinates in the D-dimensional search space. The position of the $i$-th particle is represented as $X_i = (x_{i1}, x_{i2}, \ldots, x_{iD})$. The velocity of a particle (rate of the position change between the current position and the next) is denoted as $V_i = (v_{i1}, v_{i2}, \ldots, v_{iD})$. The fitness function is evaluated for each particle in the swarm and is compared to the fitness of the best previous result for that particle and to the fitness of the best particle among all particles in the swarm. After finding the two best values, the particles evolve by updating their velocities and positions according to the following equations:

$$V_{i}^{t+1} = \omega \cdot V_{i}^{t} + c_1 \cdot rand_{1} \cdot (p_{i, best} - X_{i}^{t}) + c_2 \cdot rand_{2} \cdot (g_{best} - X_{i}^{t})$$  \hspace{1cm} (3)

$$X_{i}^{t+1} = X_{i}^{t} + V_{i}^{t+1}$$  \hspace{1cm} (4)

Where $i = (1, 2, \ldots N)$ and $N$ is the size of the swarm; $p_{i, best}$ is the particle best reached solution and $g_{best}$ is the global best solution in the swarm. $c_1$ and $c_2$ are cognitive and social parameters that are bounded between 0 and 2. $rand_1$ and $rand_2$ are two random numbers, with uniform distribution $U(0,1)$. $-V_{\text{max}} \leq V_{i}^{t+1} \leq V_{\text{max}}$ ($V_{\text{max}}$ is the maximum velocity). In equation (3) the first component represents the inertia of previous velocity. The inertia weight $\omega$, is a factor used to control the balance of the search algorithm between exploration and exploitation; the second component is the "cognitive" component representing the private experience of the particle itself; the third component is the "social" component, representing the cooperation among the particles. The recursive steps will go on until we reach the termination condition (maximum number of iterations $K$). The pseudo code of the PSO algorithm is shown in Figure 3.

**Figure 3. Pseudo code of the PSO algorithm**

### 3.2. Binary PSO and Feature Selection

A binary PSO algorithm has been developed in [30]. In the binary version, the particle position is coded as a binary string that imitates the chromosome in a genetic algorithm. The particle velocity function is used as the probability distribution for the position equation. That is, the particle position in a dimension is randomly generated using that distribution. The equation that updates the particle position becomes the following:

$$\text{If } rand_3 < \frac{1}{1 + e^{-v_{i}^{t+1}}} \text{ then } X_{i}^{t+1} = 1; \text{ else } X_{i}^{t+1} = 0$$  \hspace{1cm} (5)
A bit value of \{1\} in any dimension in the position vector indicates that this feature is selected as a required feature for the next generation, whereas a bit value of \{0\} indicates that this feature is not selected as a required feature for the next generation.

4. PSO-Based Feature Selection

The task for the binary PSO algorithm is to search for the most representative feature subset through the extracted DCT or DWT feature space. Each particle in the algorithm represents a possible candidate solution (feature subset). Evolution is driven by a fitness function defined in terms of class separation (scatter index) which gives an indication of the expected fitness on future trials.

4.1 Chromosome Representation

The initial coding for each particle is randomly produced where each particle is coded to imitate a chromosome in a genetic algorithm; each particle was coded to a binary alphabetic string \(P = F_1F_2...F_n, n = 1, 2, ..., m\); where \(m\) is the length of the feature vector extracted by the DCT or the DWT. Each gene in the \(m\)-length chromosome represents the feature selection, “1” denotes that the corresponding feature is selected, otherwise denotes rejection. The binary PSO algorithm is used to search the \(2^m\) genospace for the optimal feature subset where optimality is defined with respect to class separation. For example, when a 10-dimensional data set \((n=10)\) \(P = F_1 F_2 F_3 F_4 F_5 F_6 F_7 F_8 F_9 F_{10}\) is analyzed using binary PSO to select features, we can select any subset of features smaller than \(n\). i.e. PSO can chose a random 6 features, \(F_1 F_2 F_4 F_6 F_8 F_9\) by setting bits 1, 2, 4, 6, 8, and 9 in the particle chromosome. For each particle, the effectiveness of the selected feature subset in retaining the maximum accuracy in representing the original feature set is evaluated based on its fitness value.

4.2 Fitness Function

The \(m\)-genes in the particle represent the parameters to be iteratively evolved by PSO. In each generation, each particle (or individual) is evaluated, and a value of goodness or fitness is returned by a fitness function. This evolution is driven by the fitness function \(F\) that evaluates the quality of evolved particles in terms of their ability to maximize the class separation term indicated by the scatter index among the different classes [3]. Let \(w_1, w_2, ..., w_L\) and \(N_1, N_2, ..., N_L\) denote the classes and number of images within each class, respectively. Let \(M_1, M_2, ..., M_L\) and \(M_o\) be the means of corresponding classes and the grand mean in the feature space, \(M_i\) can be calculated as:

\[
M_i = \frac{1}{N_i} \sum_{j=1}^{N_i} W_{ij}, \quad i = 1, 2, ..., L.
\]

Where \(W_{ij}, \quad j = 1, 2, ..., N_i\), represents the sample images from class \(w_i\) and the grand mean \(M_o\) is:

\[
M_o = \frac{1}{L} \sum_{i=1}^{L} N_i M_i
\]
Where \( n \) is the total number of images for all the classes. Thus, the between class scatter fitness function \( F \) is computed as follows:

\[
F = \sqrt{\sum_{i=1}^{k} (M_i - M_o)' (M_i - M_o)}
\]

(8)

4.3 PSO-Based Feature Selection Algorithm

An overview of the proposed PSO-based feature selection algorithm is shown in Figure 4.

4.4. Classifier

A typical and popular Euclidean distance is employed to measure the similarity between the test vector and the reference vectors in the gallery. Euclidean distance is defined as the straight-line distance between two points. For \( N \)-dimensional space, the Euclidean distance between two any points’ \( p_i \) and \( q_i \) is given by:

\[
D = \sqrt{\sum_{i=1}^{N} (p_i - q_i)^2}
\]

(9)

Where \( p_i \) (or \( q_i \)) is the coordinate of \( p \) (or \( q \)) in dimension \( i \).
In the application of this approach for face recognition, distances in the feature space from a query image to every image in the database are calculated. The index of the image which has the smallest distance with the image under test is considered to be the required index.

5. Experimental Results

The block diagram of the proposed FR system is shown in Figure 5. The block diagram shows the various steps of processing an input image in the training and recognition stages.

![Figure 5. Block Diagram of the proposed Face recognition system.](image)

The performance of the proposed feature selection algorithm is evaluated using the standard Cambridge ORL gray-scale face database. The ORL database of faces contains a set of face images taken between April 1992 and April 1994 at the AT&T Laboratories (by the Oliver Research Laboratory in Cambridge, UK) [20] and [21]. The database is composed of 400 images corresponding to 40 distinct persons. The original size of each image is 92x112 pixels, with 256 grey levels per pixel. Each subject has 10 different images taken in various sessions varying the lighting, facial expressions (open/ closed eyes, smiling/ not smiling) and facial details (glasses/ no glasses). All the images were taken against a dark homogeneous background with the subjects in an upright, frontal position (with tolerance for some side movement). Four images per person were used in the training set and the remaining six images were used for testing. Figure 6 shows sample images from the ORL face database.

In the experiments carried out in this Section we compare the performance of the proposed PSO-based feature selection algorithm with the performance of a GA-based feature selection algorithm. The parameters used for the binary PSO and the GA algorithms are given in Table 1 and Table 2 respectively.
Figure 6. Sample images from the ORL faced database

Table 1. Pso parameter setting

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swarm size N</td>
<td>30</td>
</tr>
<tr>
<td>Cognitive params $c_1$</td>
<td>2</td>
</tr>
<tr>
<td>Social parameter $c_2$</td>
<td>2</td>
</tr>
<tr>
<td>Inertia weight $\omega$</td>
<td>0.6</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2. Ga parameter setting

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The population size</td>
<td>30</td>
</tr>
<tr>
<td>Crossover Probability $P_c$</td>
<td>0.5</td>
</tr>
<tr>
<td>Mutation Probability $P_m$</td>
<td>1</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>10</td>
</tr>
</tbody>
</table>

For each problem instance, 5 replications are conducted. The average recognition rate is measured together with the CPU training time and the average number of selected features for each experiment.

5.1. Experiment 1

In this experiment we test the PSO-based feature selection algorithm with feature vectors based on various sizes of DCT coefficients. The 2-dimensional DCT is applied to the input image and only a subset of the DCT coefficients corresponding to the upper left corner of the DCT array is retained. Subset sizes of 50x50, 40x40, 30x30 and 20x20 of the original 92x112 DCT array are used in this experiment as input to the subsequent feature selection phase. Figure 7 shows the No. of selected features, training time, and recognition rates for different feature vector dimensions using the PSO and GA based feature selection algorithms.

The best average recognition rate of 94.8% is achieved using the DCT (50x50) feature vector and the PSO-based feature selection algorithm. In this instance, the selection algorithm reduces the size of the original feature vector by nearly 50%. In general the PSO and GA selection algorithms have comparable performance in terms of recognition rates but in all test cases the number of selected features is smaller when using the PSO selection algorithm. On the other hand, in terms of computational time, GA-based selection algorithm takes less training time than the PSO-based selection algorithm in all tested instances. Which indicates that PSO is computationally expensive than GA but the effectiveness of PSO in finding the optimal feature subset compared to GA compensates its computational inefficiency.
5.2. Experiment 2

In this experiment the DWT coefficient features have been extracted from each face image. The 2-dimensional Haar wavelet transform is applied to the input image reducing its size to 1/4 of its original size. 4-level wavelet decomposition is performed and the approximation of the input image at each decomposition level is used as a feature vector. The dimensions of the feature vectors are 46x56, 23x28, 12x14 and 6x8 corresponding to level-0, level-1, level-2 and level-3 wavelet decompositions respectively.

Figure 8 shows the No. of selected features, training time, and recognition rates for different feature vector dimensions using the PSO and GA based feature selection algorithms. The best average recognition rate of 95.2% is achieved using the DWT (12x14) feature vector and the PSO-based feature selection algorithm using only 88 selected features and with approximately 35% less selected features than GA. The PSO and GA selection algorithms have comparable performance in most tested instances but with less selected features using PSO.
Another DWT-based feature extraction approach was implemented and tested. The 2-dimensional input image is converted to a 1-dimensional array using raster scan. This is achieved by processing the image row by row concatenating the consecutive rows into an array of size 10304. Raster scanning preserves horizontal pixel correlations well but vertical correlations are lost [31]. The DWT is then applied to the 1-dimensional image array and used as feature vector for the feature selection phase. 6-level wavelet decomposition is performed and the approximation of the input image at each decomposition level is used as a feature vector. The dimensions of the feature vectors are 2576, 1288, 644, 322, 161, and 81 corresponding to level-1, level-2, level-3, level-4, level-5 and level-6 wavelet decompositions respectively. Figure 9 shows the No. of selected features, training time, and recognition rates for different feature vector dimensions using the PSO and GA based feature selection algorithms.

The best average recognition rate of 97% is achieved using the DWT(322) feature vector and the GA-based feature selection algorithm using 262 selected features. This is compared an average recognition rate of 96.8% with 159 PSO-based selected features for the same test instance. Experimental results indicate that the recognition accuracy based on features extracted using the DWT applied to the 1-dimensional raster scan of the input image outperforms that of the DCT and the DWT of the 2-dimantional input image.

In Table 3, the performance of the proposed algorithm in terms of its recognition rate is compared to various FR algorithms found in the literature using the ORL database [32]. Table 3 indicates the superiority of the proposed algorithm utilizing the DWT feature extraction and PSO feature selection. As far as feature selection is concerned the algorithm selects the optimal number of elements in the feature vector which has a great influence on the training and recognition times of the algorithm.

6. Conclusion

In this paper, a novel PSO-based feature selection algorithm for FR is proposed. The algorithm is applied to feature vectors extracted by two feature extraction techniques: the
DCT and the DWT. The algorithm is utilized to search the feature space for the optimal feature subset. Evolution is driven by a fitness function defined in terms of class separation. The classifier performance and the length of selected feature vector were considered for performance evaluation using the ORL face database. Experimental results show the superiority of the PSO-based feature selection algorithm in generating excellent recognition accuracy with the minimal set of selected features. The performance of the proposed algorithm is compared to the performance of a GA-based feature selection algorithm and was found to yield comparable recognition results with less number of selected features.

Table 3. Comparison of recognition rates for various FR algorithms

<table>
<thead>
<tr>
<th>METHOD</th>
<th>RECOGNITION RATE</th>
<th>TEST CONDITIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid NN: SOM+a convolution NN</td>
<td>96.2%</td>
<td>DB contained 400 images of 40 individuals. The classification time less than .5 second for recognizing one facial image, but training time is 4 hour</td>
</tr>
<tr>
<td>Hidden Markov model (HMMs)</td>
<td>87%</td>
<td></td>
</tr>
<tr>
<td>SVM with a binary tree</td>
<td>91.21% for SVM and 84.86% for Nearest Center Classification (NCC)</td>
<td>They compare the SVMs with standard eigenfaces approach using the NCC</td>
</tr>
<tr>
<td>Eigenface</td>
<td>90%</td>
<td></td>
</tr>
<tr>
<td>2D-HMM</td>
<td>95%</td>
<td>An average processing time of .22 second for face pattern with 40 classes.</td>
</tr>
<tr>
<td>DCT+PSO FS</td>
<td>94.7</td>
<td>Four images per person were used in the training set and the remaining six images were used for testing. The training time is less than 3 minutes for all experiments. The average recognition time for recognizing an input image is 0.05 sec</td>
</tr>
<tr>
<td>DWT +PSO FS</td>
<td>96.8</td>
<td></td>
</tr>
</tbody>
</table>
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