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Abstract 

As the wide use of digital devices and Internet-based applications, the amount of data 

on the whole world is growing significantly. For facing the massive of data sets like texts, 

videos, images, GPS, even medical information, data mining would be a suitable 

approach to make full use of the data for supporting advanced decision-makings. This 

paper introduces a rough set theory-based data mining approach for massive data sets. 

This approach uses an innovative discretization method to make the decision table to be 

compatible. Three steps with suitable models or algorithms are equipped to the clustering 

method. Based on the clustered data, the rough set-enabled data mining approach is 

introduced. Experiments are carried out through three levels to test the feasibility of the 

proposed approach by comparing the Greedy algorithm, information entropy-based 

algorithm, and importance-based algorithm. Several contributions are significant from 

this paper. Firstly, it could be observed that after using the proposed approach, the 

amount of breakpoints candidates has been greatly reduced. Some experiments achieve 

about 85% reduction. The reason is attributed to the Step 3 which makes the time 

complexity achieve 
2 2(| | | | log | |)O U C w U   . Secondly, it could be observed that 

the proposed approach outperforms the other three methods in the computational time. As 

the increasing of breakpoints candidates, the advantages of the proposed algorithm are 

more obvious. Finally, the information entropy-based approach (III) is prone to memory 

overflow. That means this approach takes much more memory to carry out the 

calculation. 
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1. Introduction 

As the wide use of digital devices and Internet-based applications, the amount of data 

on the whole world is set to grow 10-fold in the next six years to 2020 from around 4.4 

zettabytes to 44ZB [1]. According to IDC’s annual Digital Universe study, it is predicted 

that, by 2020, the amount of information produced by machines, the so-called Internet of 

Things (IoT), will account for about 10% of data on earth [2]. Key predictions included: 

that by 2020, one tenth of the world’s data will be produced by machines [3]; that the 

amount of useful data produced will increase from 22% in 2013 to more than 35% in 

2020; most of the world’s data will be produced in emerging markets [4]; the amount of 

data that spends some of its lifetime in the cloud will double; and the amount of data will 

increasingly outpace available storage [5]. The world's technological per-capita capacity 

to store information has roughly doubled every 40 months since the 1980s. It has been 

suggested by Nick Couldry and Joseph Turow that practitioners in Media and Advertising 

approach as many actionable points of information about millions of individuals [6]. The 

industry appears to be moving away from the traditional approach of using specific media 
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environments such as newspapers, magazines, or television shows and instead tap into 

consumers with technologies that reach targeted people at optimal times in optimal 

locations. 

For facing the massive of data sets like texts, videos, images, GPS, even medical 

information, data mining would be a suitable approach to make full use of the data for 

supporting advanced decision-makings. Data mining refers to an interdisciplinary subfield 

of computer science which is the computational process of discovering patterns in large 

data sets involving methods at the intersection of artificial intelligence, machine learning, 

statistics, and database systems [7]. The overall goal of the data mining process is to 

extract key information from a data set and transform it into an understandable structure 

for further use which may involves database and data management aspects, data pre-

processing, model and inference considerations, interestingness metrics, complexity 

considerations, post-processing of discovered structures, visualization, and online 

updating [8]. Data mining is the analysis step of the "knowledge discovery in databases" 

(KDD) process. 

However, when using the data mining to deal with huge number of data, it is 

sometimes difficult to determine the exact the values. Thus, rough set theory could be 

used in such cases. Rough set is a formal approximation of a crisp set (i.e., conventional 

set) in terms of a pair of sets which gives lower and the upper approximation of the 

original set [9]. The idea of rough set was proposed by Pawlak (1981) as a new 

mathematical tool to deal with vague concepts [10]. Since the development of rough sets, 

extensions and generalizations have continued to evolve with the initial developments 

focusing on the relationship - both similarities and difference - with fuzzy sets. While 

some literature contends these concepts are different, other literature considers that rough 

sets are a generalization of fuzzy sets - as represented through either fuzzy rough sets or 

rough fuzzy sets [11, 12]. Rough set methods can be applied as a component of hybrid 

solutions in machine learning and data mining. They have been found to be particularly 

useful for rule induction and feature selection (semantics-preserving dimensionality 

reduction). Rough set-based data analysis methods have been successfully applied in 

bioinformatics, economics and finance, medicine, multimedia, web and text mining, 

signal and image processing, software engineering, robotics, and engineering (e.g. power 

systems and control engineering) [13]. Recently the three regions of rough sets are 

interpreted as regions of acceptance, rejection and deferment, which leads to three-way 

decision making approach with the model which can potentially lead to interesting future 

applications. 

There are some challenges when using the rough set theory for mining some massive 

data sets. Firstly, the decision table may greatly influence the mining results. The 

discretization consequences from decision tables directly influence the identification 

ratio of the samples [14]. Secondly, the rough set-enabled data mining is based on equal 

relationship or non-identical relations, while the decision table may be intended to 

discretize data such as calculation of property core, property simplicity, and value 

simplicity. Thirdly, facing the massive data sets, the performance of algorithms or models 

is low. The balance of high efficiency and high identification ratio is challenging. 

In order to deal with the above challenges, this paper introduces a rough set theory-

based data mining approach for massive data sets. This approach uses an innovative 

discretization method to make the decision table to be compatible. Three steps with 

suitable models or algorithms are equipped to the clustering method. Based on the 

clustered data, the rough set-enabled data mining approach is introduced. Experiments are 

carried out through three levels to test the feasibility of the proposed approach by 

comparing the Greedy algorithm, information entropy-based algorithm, and importance-

based algorithm. In order to present the paper logically and smoothly, this paper is 

organized as follows: Section 2 gives a briefly discussion about the discretization 

algorithm for proposed approach. Section 3 presents the proposed clustered algorithm. 
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Section 4 illustrates the rough set-based data mining approach. Section 5 gives the 

experiments and discussions. Conclusions are given in Section 6 to finalize this paper by 

giving the future work. 

 

2. Discretization Algorithm for Proposed Approach 

The discretization algorithm for keeping the compatibility of the decision table 

includes three major steps: 1) calculate the breakpoint candidate set for each 

property from the decision table; 2) within the obtained candidate set of breakpoints, 

heuristic algorithm is used for picking the breakpoints; 3) the selected breakpoints 

are used for the discretization of the decision table. 

 

2.1. Step 1 

Assume that a decision table , , ,S U A C D V f    , for each property in S , 

the following operations will be carried out: 

(1) If the element property is varchar, based on the categories of the varchar, each 

object of strings is converted into integer whose value is used for sequencing.  

(2) If the element property is Boolean type, these properties could be converted 

into ‘0’ and ‘1’ and then sequenced. 

(3) If the element property is integer or float, they are sequenced by their values. 

(4) Assume a property ( )a a C , after sequencing, we can get: 

0 1 2 ...
a

a a a a

a n al v v v v r           (1) 

The breakpoint candidates could be selected using 

1( ) / 2a a a

i i ic v v    1,2,..., ai n       (2) 

Using this method, the compatibility of decision table could be ensured. This 

method also has high efficiency given its time complexity is (| | | | log | |)O C U U  . 

 

2.2. Step 2 

For the second step, some heuristics algorithms could be used. Assume the 

average amount of the conditional property is w . The targeted number of selected 

breakpoints is N . The average amount of breakpoints is | |w C . For different 

heuristics algorithms, the time complexity would be different as follows: Greedy 

algorithm (
2(| | | | )O U C w N   ), information entropy-based discretization 

algorithm (
2 2(| | | | log | |)O U C w U   ), and property importance-based method 

( (| | | | log | |)O U C w U   ). 

Besides the time complexity, the above mentioned algorithms have some cons 

and pros. For the greedy algorithm, the breakpoints candidates will be influenced by 

each other so that the targeted points will be better than the other two. But the time 

complexity is higher. For the information-based discretization algorithm, the 

calculation for the rest of the points will be carried out after selecting one point  [16]. 

That makes the time complexity is higher, while the obtained results are good. For  

the property importance-based method, stepwise deletion concept is used so that the 
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time complexity is lower. However, the obtained breakpoints will be non-averagely 

distributed. That results in low identification ratio. 

 

2.3. Step 3 

For the step 3, the data from original decision table could be numbered by 0,1,2, 

on the properties according to the selected breakpoints. Thus, the discretization of 

decision table could be finished. The time complexity is (| | | |)O U C . 

From the above analysis, the second step will greatly influence the discretization 

in terms of efficiency and discrete results. Two considerations should be taken. First, 

in order to improve the algorithm speed, it is better to reduce the targeted 

breakpoints. Second, the influence degrees among different breakpoints could be 

used for the candidate selection so that the amount of discrete breakpoints could be 

reduced. Thus, if the candidate breakpoints could be clustered given a single 

property, the amount could be reduced [17]. After that, for all properties, the 

selections could be carried out which may implement the discretization of decision 

tables efficiently and effectively.  

 

3. Proposed Clustering Approach 

Based on the discussion in previous sections, an efficient data mining approach is 

necessary for the decision table discretization, for example a cluster method. For 

most of the data from real-life cases, statistics trends could be applied [18-20]. Thus, 

the breakpoints candidates should follow a certain distribution. In this section, we 

propose a rough set cluster algorithm given the importance of the breakpoints.  

The importance of a breakpoint is determined by the quantity of identified entities 

[21]. For a breakpoint 
a

ic , the quantity of identified entity is ( )X a

iW c , where 
a

ic  is 

the no. i  breakpoint of property a , 1 ai n  . 
an  is the total number of breakpoints 

of property a . U  is the entity set and X U  is the set obtained from separating 

from 
a

ic . The decision attribute value is 1,2,...,j r . r  is the types of decision. The 

entity quantity could be calculated by: 

( ) |{ | ( ( ) ) ( ( ) )}|X a a

j i il c x x X a x c d x j        (3) 

For the decision attribute value j , the entity quantity is 

( ) |{ | ( ( ) ) ( ( ) )}|X a a

j i ir c x x X a x c d x j        (4) 

The above (3) and (4) present the property value of a  is less and greater-or-equal 

than the value of breakpoint 
a

ic  respectively. Thus, we can get 

1

( ) ( ) |{ | ( ( ) )}|
r

X a X a a

i j i i

j

l c l c x x X a x c


       (5) 

1

( ) ( ) |{ | ( ( ) )}|
r

X a X a a

i j i i

j

r c r c x x X a x c


        (6) 

From (5) and (6), we can get 
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1

( ) ( ) ( ) ( ) ( )
r

a X a X a X a X a

X i i i i i i i

i

W c l c r c l c r c


       (7) 

The importance ( )a

X iW c  reflects the relation between conditional property value 

and decision property value. The value of ( )a

X iW c  is bigger, the more important the 

breakpoint 
a

ic  is. That point could be selected to build up the breakpoint set. For the 

clustering process, based on the importance, single property clustering could be 

achieved. During the clustering, stepwise trial method is used for each property [22]. 

Therefore, the threshold should be determined. The threshold e  could be calculated 

by: 

2

2
1

( )
n

i

i

x x

e
n n

 



 


      (8) 

Where, 
1

n

i

i

x

x
n




, n  is the training samples amount.  

Based on the concept, a dynamic data mining (clustering) algorithm is proposed 

as follows: 

 

Input: Decision table , , ,S U A C D V f     and breakpoint candidate set 

CCut  

Output: The first sorted breakpoint set 
fCUT  from S  

Step 1: Calculate the importance of each breakpoint in CCut  

 for 1i   to | |C  do 

 According to the property 
ic , calculate the importance of each breakpoint 

given their sequences; 

 endfor 

Step 2: for 1i   to | |C  do 

 Calculate the maximum value of importance in 
ic : 

max( ( ))( 1,2,..., )i

i

cM X

j cIMP W c j n  ; 

 Normalize the importance and keep in [][]IMP , 

[ ][ ] ( ) /icX M

jIMP i j W c IMP ; 

 According to the peak value of breakpoint importance, divide them into 

two parts: 
iLeft  and 

iRight ; 

 
i iLeft Right  ; 1k  ; 

 While ( [ ][ ] 1)IMP i k   Do { }ic

i i kLeft Left c  ; 1k k  ;Loop 
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 While 
ick n  Do { }ic

i i kRight Right c  ; 1k k  ;Loop 

Step 3: Cluster the 
iLeft ; 

 

Calculate the dynamic threshold 

2

1

( [ ][ ] )

| |

iLeft

j

i

IMP i j x

e
Left








 

 | |

1

(1 | |, ( [ ][ ])/ | |)
iLeft

i i

j

j Left x IMP i j Left


     

 Initial the cluster category 1K  , the iteration variable 1v e  ; 

 While ( )v e  Do 

 Establish K  initial cluster center, select K  breakpoint from 
iLeft , their 

importance is regarded as the center; 

 Set the loop controller 
1 0e  ; 

 While 
1( )e v  Do 

 
1e v ; 

 Calculate the importance of each breakpoints in 
iLeft  and their distance to 

K  center. Modify the center according to the average value. Recalculate 

the standard deviation 
is . 

 Assume that the distribution of each category 
iU  is 

1 2 | |, ,...,
iUy y y , 

| |

1

( )/ | |
jU

j i

j

y y U


  ; 

 | |

2

1

( )

| |

jU

j

j

i

i

y y

s
U








, 

1

( ) /
K

i

i

v s K


  ; 

 Loop 

 1K K  ; 

 Loop 

 Select the minimum value of breakpoint in each category and then add 

into 
fCUT ; 

 Do the same operations on the 
iRight ; 

 endfor 

 Return 
fCUT ; 
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From the above description of the proposed algorithm, the time complexity is 

critical. Assume the average number of condition property and breakpoints are w  

and | |w C  respectively, the complexity for step 1 is ( | | | | log | |)O w C U U   . 

The time complexity for step 2 is 
2( | | | |)O k C U  . Then the total time complexity 

and space complexity are 
2(| | | | ( log | | ))O C U w U k     and ( | | | |)O w C U   

respectively. 

 

4. Rough Set-based Data Mining Approach 

After processing by the clustering method proposed in section 3, the clustered 

breakpoints have much reduced quantity. However, they are not suitable for the 

final decision tables [23-24]. First of all, the clustered data only considers single 

condition property not taking account the whole property set. Secondly, for more 

properties, the clustered data will have many redundancy. Thus, a data mining 

approach should be used for further extract the key information which will be 

presented by rough set theory. 

Assume the data 
1 2, ,..., mX X X  come from the breakpoints which are dived by set 

P , the entity quantity identified by c P  is: 

1 2( ) ( ) ( ) ... ( )mXX X

pW c W c W c W c        (9) 

Where ( )iX
W c  is the data from 

iX  which could be identified by c .  

Based on the definition, the data mining approach could be described as follows.  

 

Input: Decision table , , ,S U A C D V f     

Output: FCUT  and 
FS  

Step 1: Calculate the breakpoint set CCut  from S  

 for 1i   to | |C  do 

 
iCCut  ; 

 In the property 
ic , sequence all the entity value increasely; 

 If the value of 
ic  is non-integer or non-float, 0, 1, 2… will be used 

for presenting the value; 

 Calculate the rough set value for property 
ic  1( ) / 2i i ic c c

j j jc v v  , 

1,2,...,
icj n ; 

 { }ic

i i jCCut CCut c  ; 

 endfor 

Step 2: Calculate the positive area ( )CPOS D  of S ; 

 Calculate the 
FCUT . Use the 

FCUT  to do the discretization of S , 

the discrete decision table is 
1S ; 

 Calculate the positive area ' ( )CPOS D  of 
1S ; 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol. 11, No. 1 (2018) 

 

 

30  Copyright ©  2018 SERSC Australia 

 
If | ( ) | | ' ( ) |C CPOS D POS D , then go step 3; 

 Else ( ( ))x X C y Xx POS D    ; 

Step 3:  Let L  is the set divided by 
FCUT , 

FCUT  , { }L U  

 For each 
Fc CUT , calculate ( )FCUT

W c ; 

 Select the maximum breakpoint 
maxc  from ( )FCUT

W c  and add into 

FCUT ; 

 
max{ }F FCUT CUT c  ; 

 For all X L , if 
maxc  divide X  into 

1X  and 
2X  rough sets, then 

delete the X  from L . Add 
1X  and 

2X  into L ; 

 Use the 
FCUT  to discretize S , get the new 

FS ; 

 Return 
FCUT  and 

FS  

Assume the average number of condition property and breakpoints are w  and 

| |w C  respectively, the time complexity for step 1 is 

(| | | | log | |)O U C U  . Step 2 has the time complexity 

(| | (| | log | |))O U C U  . And step 3 has the time complexity 

2(| | | | ( log | | ))O U C w U k    . The total time and space complexity of the 

algorithm are 
2 2(| | | | log | |)O U C w U    and ( | | | |)O w C U  . 

 

5. Experiments and Discussions 

In order to evaluate the feasibility of the proposed algorithm, three tests are carried out. 

In these tests, we compared with greedy algorithm (I), importance-based algorithm (II), 

information entropy-based approach (III) and the proposed approach (IV). Firstly, we 

selected the data set from UCI for experiment 1. Secondly, Must Clean2 testing data set is 

used for experiment 2. And finally, Poker-Hand set is used for experiment 3. The total 

volume of the data set for each experiment is over 1 T. 

 

5.1. Experiment 1 

This experiment aims to testing the efficiency and effectiveness of the proposed 

approach. 7 groups of data from UCI database are used of this test [25]. Table 1 presents 

the experiment data samples (×1010) including record amount and condition property 

amount. For each group, half of the data is randomly selected for training while the rest is 

for testing. 
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Data 

Items 
Iris Wine Glass Ecoli Breast Pima Letter 

Initial B 119 1263 921 356 80 1246 237 

Clustered  29 150 102 53 26 108 106 

I 6 92% 1.01 6 93.3% 22.1 11 63.9% 42.2 12 61.8% 32.03 11 94.6% 11 17 68.6% 680.3 63 74.2% 6524.6 

II 5 92% 0.22 6 88.8% 1.8 11 63.4% 5.82 13 58.6% 4.79 12 94.3% 0.76 17 68.5% 49 62 77.5% 250.8 

III 5 92% 0.17 5 90.2% 1.4 11 63.4% 7.68 12 60.4% 5.81 11 94.3% 0.82 18 67.2% 51.5 81 77.2% 268.6 

IV 6 92% 0.11 6 94.4% 0.69 12 69.3% 1.18 14 65.7% 1.53 13 95.3% 0.56 20 69.1% 6.34 89 80.2% 114.1 
 

Table 1. UCI Data Samples 

Sample Data Record Amount Condition Property Amount Decision Category 

Iris 154 4 2 

Wine 187 13 3 

Glass 241 8 3 

Ecoli 363 7 4 

Breast 694 9 3 

Pima 786 8 3 

Letter 21035 18 2 

Table 2 presents the experimental results including the obtained breakpoints, accuracy 

rate, and time cost (Unit of Time). 

Table 2. Experiment Results 

 

 

 

 

 

 

 

 

 

From Table 2, it could be observed that after using the proposed approach, the amount 

of breakpoints candidates has been greatly reduced. Some experiments achieve about 85% 

reduction such as set Wine. Compared with the three other methods, the proposed 

approach has better accuracy rate for each data group. The processing time spent is 

significantly reduced so that more data could be processed. The reason is attributed to the 

Step 3 which makes the time complexity achieve 
2 2(| | | | log | |)O U C w U   . The 

dynamic and rough set value are combined to consider the data distribution so that the 

data sets are always compatible. Therefore, the total time complexity of the proposed 

approach could be calculated as 
2 2 2(| | | | ( log | | )) (| | | | log | |)O U C w U k O U C k U        . That is 

why the proposed approach uses much less time on the computational works. 

 

5.2. Experiment 2 

In order to test the proposed approach on large amount of breakpoints candidates, 

Musk Clean 2 data sets from UCI are used for the second experiments. We selected 

659,618,022,293,006 pieces of records as data samples. 10 groups of breakpoint candidate 

are set as 29,399; 38,256; 43,022; 47,006; 49,064; 51,077; 52,661; 54,000; 55,137; and 

56,129. Figure 1 presents the experimental results from four methods. 
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1 2 3 4 5 6 7 8 9 10

III 156 1588 1569 1852 2014 2048 3025 3314 3569 3987

II 133 478 499 469 489 520 569 599 608 788

I 105 306 318 356 368 399 409 455 489 547

IV 123 125 135 145 155 159 189 208 269 308
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Figure 1. Experimental Results -2 

From Figure 1, it could be observed that the proposed approach outperforms the other 

three methods in the computational time. As the increasing of breakpoints candidates, the 

advantages of the proposed algorithm are more obvious. And information entropy-based 

approach (III) is prone to memory overflow. That means this approach takes much more 

memory to carry out the calculation.  

 

5.3. Experiment 3 

Experiment 3 aims to test the efficiency and effectiveness of various approaches on 

massive data sets. We selected Poker-Hand data from UCI for this experiments. This data 

set volume has over 10 T where we use 10 condition properties for the testing. Figure 2 

shows the experiment results. 

 

1 2 3 4 5 6 7 8 9 10

II 189 698 986 1289 5698 5997 6752 9058 10258 20559

I 162 489 698 998 1056 1987 2068 3068 5896 5988

IV 150 300 356 409 610 788 1568 3312 3985 4025

0
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Figure 2. Experiment Results - 3 
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From Figure 2, the proposed approach outperforms the other two: greedy algorithm (I) 

and importance-based algorithm (II). The information entropy-based approach (III) 

doesn’t have the results because this approach heavily depends on the memory size. In 

this experiment, the memory overflow is occurred. It could be observed that, the proposed 

approach has better computational time which is about 25% saving of time. 

From the above three experiments, the proposed approach is able to efficiently and 

effectively perform the clustering and mining purposes. From the computational cost 

perspective, this approach achieves better performance. It can save the computational time 

about 25% averagely. In some cases, the computational saving can reach approximately 

80% compared with other approaches mentioned in this paper like information entropy-

based approach which accounted memory overflow in experiment 3. 

 

6. Summary 

This paper talks about a data mining approach for massive data sets using rough 

set theory. This approach uses an innovative discretization method to make the decision 

table to be compatible. Three steps with suitable models or algorithms are equipped to the 

clustering method. Based on the clustered data, the rough set-enabled data mining 

approach is introduced. Experiments are carried out through three levels to test the 

feasibility of the proposed approach by comparing the Greedy algorithm, information 

entropy-based algorithm, and importance-based algorithm. 

Several findings are significant from this paper. Firstly, it could be observed that after 

using the proposed approach, the amount of breakpoints candidates has been greatly 

reduced. Some experiments achieve about 85% reduction. The reason is attributed to the 

Step 3 which makes the time complexity achieve 
2 2(| | | | log | |)O U C w U   . 

Secondly, it could be observed that the proposed approach outperforms the other three 

methods in the computational time. As the increasing of breakpoints candidates, the 

advantages of the proposed algorithm are more obvious. Finally, the information entropy-

based approach (III) is prone to memory overflow. That means this approach takes much 

more memory to carry out the calculation. 

Future improvements could be carried out from two aspects. First of all, the lower 

approximation of a target set is a conservative approximation consisting of only those 

objects which can positively be identified as members of the set. In order to improve the 

rough set presented the data, the more precise or reasonable presentation could be worked 

out. Secondly, more experiments which are going to compare with more approaches used 

other parameters should be further investigated. The comparisons from the experiments 

could be used for working out more efficient and effective methodology for dealing with 

massive data sets which are more complex and abstract. 
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