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Abstract

The fundus processing and analysis are with great significance in the medical and healthcare fields since medical signs that are detected from their observations such as hemorrhages, exudates, cotton wool spots, blood vessel abnormalities and pigmentation could be used for helping the doctors to make decisions on the treatment. This paper aims to introduce a random walks-based pre-processing approach for fundus image segmentation so as to address some difficulties which carrying out fundus image processing. Firstly, the pre-knowledge from fundus is extracted to deal with the tiny blood vessel. Secondly, the random walks-based approach is proposed to face the low contrast degree caused by the reflection effects from fundus. From the experiment results, it could be observed that the proposed model in this paper outperforms the manual operations and Hoover algorithm not only in the normal fundus images, but also in the images with large number of abnormalities. From 0 to 30 (specificity), random walks-based approach always outperforms the Hoover algorithm in sensitivity that because the proposed method uses different oriented Laplacian operator to deal with the low and high contrast vessels.
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1. Introduction

The fundus of eyes is the interior surface of the eye opposite the lens that include retina, optic disc, macula, fovea, and posterior pole, which can be examined by an ophthalmoscopy or fundus photography [1]. The fundus processing and analysis are with great significance in the medical and healthcare fields. Medical signs that are detected from their observations such as hemorrhages, exudates, cotton wool spots, blood vessel abnormalities and pigmentation could be used for helping the doctors to make decisions on the treatment [2]. For the humans, the fundus image is the only part where the microcirculation can be observed directly. For instance, the diameter of the blood vessels around the optic disc are about 150 μm, and an ophthalmoscope allows observation of blood vessels as small as 10 μm [3].

As the cutting-edge technologies and concepts used widely in our daily life, advanced decision-makings are achieved in recent years such as the Internet of Things (IoT) enabled manufacturing and logistics [4], Cloud-based healthcare and planning & scheduling [5], as well as Big Data Analytics for services and supply chain management [6]. However, the computer vision field is lagged compared to the other research areas like manufacturing and aerospace [7, 8]. Take fundus image processing/analysis for example, there are several reasons for the lag. In the first place, there are lots of abnormalities for example cotton wool spots which makes higher difficulties to observe due to the lack of depth appreciation. Different tissues and parts are changing from shapes to sizes. There is no standards for differentiate the same parts. Secondly, cost of processing these images are extremely high so that most the decision-makings are based on manual operations. Since there are many causes like cataracts which will reduce image clarity, there is less magnification and image clarity than indirect ophthalmoscopy, especially retinal conditions such as macular degeneration and diabetic retinopathy.
Currently, large number of studies have been carried out for promoting the fundus image processing from theoretical and practical perspectives. Zilly et al proposed a novel convolutional neural network (CNN) based approach for optic cup and disc segmentation from fundus images [9]. Through the experiments, the proposed algorithm outperforms existing methods on the public DRISHTI-GS data set. Sridhar et al introduced an efficient blood vessel segmentation approach for color fundus images [10]. Local-entropy-based thresholding and modified Gaussian-based matched filter segmentation techniques are used to assess the information of blood vessels. Deepashri and Santhosh gave a comprehensive review on the Glaucoma detection by image fusion from fundus color retinal images [11]. They discussed the different automated techniques developed for the glaucoma detection which is independent of image quality and invariant to noise to screen glaucoma.

Despite all the efforts placed on the research, there are still some research gaps to be fulfilled. This paper aims to introduce a random walks-based pre-processing approach for fundus image segmentation so as to address some difficulties which carrying out fundus image processing. Firstly, the pre-knowledge from fundus is extracted to deal with the tiny blood vessel. Secondly, the random walks-based approach is proposed to face the low contrast degree caused by the reflection effects from fundus. That may result in the non-average lightness of various parts or tissues. Then finally, a segmentation method is presented to pick up the blood vessels from the color fundus images. In order to illustrate this paper properly, the following sections are organized. Section 2 gives a brief literature review about related works. Section 3 introduces the analysis of blood vessels characteristics from fundus images. Section 4 presents pre-knowledge extraction approach. Section 5 describes the random walks-based segmentation model. Section 6 demonstrates experimental results and discussions. Section 7 gives a conclusion and future research directions.

2. Literature Review

Related work about the fundus image processing includes two aspects: theoretical and practical. From theoretical aspect, large number of studies focus on the models, algorithms, and different approaches. Udayakumar et al introduced a coupled sparse dictionary method for depth-based cup segmentation from single color fundus image [12]. This paper innovatively presents a framework for depth based optic cup boundary extraction from a single 2D color fundus photograph per eye, where multiple depth estimates from shading, color and texture gradients in the image are correlated with Optical Coherence Tomography (OCT) that is based on depth using a coupled sparse dictionary, trained on image-depth pairs. Out of the pathological features from fundus images, exudates and hemorrhages cause severe vision loss when they appear over the macula. Thus, the exudates have been extracted using Selective Binary and Gaussian filtering Regularized Level Set (SBGFRLS) by implementing it on blood vessels inpainted image [13]. The examination of the optic nerve head is difficult based on fundus image as glaucomatous patients tend to have larger cup-to-disc ratios. [14] proposed a novel algorithm for optic nerve head segmentation which uses template matching to find the region of interests. Because of the location of an area that considered as pathological blood vessels when in segmentation is very difficult, [15] uses K-means clustering to detect the optic disc area. This model successfully detects optic disc area quickly and segmented blood vessels more quickly compared with traditional approaches. The attention of human visual systems directs to regions instead of points for feature matching. Being aware of these issues, [16] presented a new structure-based region detector, which identifies stable and distinctive regions, to find correspondences. This paper shows the experimental results on four datasets including temporal and partially overlapping image pairs that the approach is comparable or superior to SIFT-based
methods in terms of efficiency, accuracy and speed with successfully registered 92.30% of 130 temporal image pairs and 91.42% of 70 different field of view image pairs.

For practical aspect, some real-life implementations have been studied and presented. Arun and Sasirekha presented a real-life application of fundus image to diagnose the diabetes [17]. A new algorithm is proposed in their work to detect the presence of hemorrhage with maximum efficiency and accuracy by partitioning the image into differentiated segments covering the entire retinal image. Yu et al demonstrated a new, fast, and robust methodology for fully automatic localization and segmentation of the optic disc in fundus images in practice [18]. Their experimental results show that location procedure has a high success rate of 99.52% in the cases averagely and the segmentation method improves the sensitivity and specificity to 99.92% and 96.49% respectively. Image segmentation helps to analyze images by simplifying the representation of image. Bauzet et al used a universal algorithm for fundus image segmentation based on multiscale blood vessel segmentation in retinal fundus images algorithm [19]. In the practical implementation, it was observed that the blood vessel can be identified using the multiscale blood vessel segmentation in retinal fundus images algorithm. It also found that the preprocessing of the captured fundus images is very essential, thus the results can be further enhanced by using selective and regional image smoothing functions according to the fundus images characteristics before applying the multiscale blood vessel segmentation in retinal fundus images algorithm.

From the literature review, it could be summarized that the fundus image processing especially the segmentation is still in the initial stage due to the complexity and various implementation cases. Further studies on the efficiency improvement and accuracy enhancement should be carried out so that the automatic detection mechanisms would be achieved. Thus, this paper introduces a random walks-based pre-processing approach for the fundus image segmentation so that further analysis like 3-D model reconstruction could be carried out.

3. Proposed Approach

3.1 Analysis of Blood Vessels Characteristics in Fundus Images

A typical fundus image includes retina, optic disc, macula, fovea, posterior pole, and blood vessels. The most important part is blood vessels which are usually tiny. As we known in the human body, there are two types of vessels: arteries and veins. Arteries are brighter from an image because they transport blood rich in oxygen to the organs; while the veins are darker afterwards transport the blood that is at a low oxygen level. However, in the fundus images, the blood vessels are always with low contrast. Additionally, due to the abnormalities of some tissues in our eyes, the vessels are variable in terms of shape and brightness. That will cause extreme difficulties when carrying out segmentation.

From some observations, the characteristics of blood vessels from fundus images could be summarized as follows. Firstly, the blood vessels in our eyes are commonly extending to different directions to other parts like retina from optic disc. The distances among them are very close so that a network with crossed structure is formed. Secondly, the brightness of the blood vessels is darker than the background from fundus images that because most of the blood vessels are not obvious from the image compared with other tissues like optic disc and fovea. Thirdly, the shapes of blood vessels are long pipe chains which have partial linear structure. Compared with other components in the eyes, blood vessels are the only components which may have linear styles.

3.2 A Pre-knowledge Extraction Approach

Based on the characteristics of blood vessels from fundus images, a pre-knowledge extraction approach is presented. For a typical fundus image, there are major three parts
related to this research. They are blood vessels, background, and abnormalities. For the segmentation of blood vessels, it is difficult to implement if we are trying to remove the abnormalities which are usually with high uncertainty. Thus, in this paper, based on the long pipe chain with linear characteristics, a pre-knowledge extraction approach could be established for working out the features. The sections of the blood vessels are similar with Gauss distribution. This approach is based on the divergence of vector from the image gradient to extract the center line of the blood vessels. That could be presented as a line trends so that the pre-knowledge could be provided.

Divergence, in vector calculus, is a vector operator that produces a signed scalar field giving the quantity of a vector field's source at each point which represents the volume density of the outward flux of a vector field from an infinitesimal volume around a given point [25, 26]. Assume \( M_0 \in \Omega \), \( V \) is an area which includes \( M_0 \), \( V \subseteq \Omega \). \( \Sigma \) presents the exterior of \( V \). \( n \) is the vector of \( \Sigma \). The divergence of vector field \( F \) in \( M_0 \) could be expressed as:

\[
div F(M_0) = \lim_{V \rightarrow M_0} \frac{\int_{\Sigma} F \cdot n \, dS}{|V|}
\]  
(1)

Where \( |V| \) is the volume of \( V \), \( S(V) \) is the boundary of \( V \), and the integral is a surface integral with \( n \) being the outward unit normal to that surface. \( div F \) is a function of \( M_0 \). From this definition it also becomes explicitly visible that \( div F \) can be seen as the source density of the flux of \( F \). For the points which meet \( div F > 0 \), they are sources. And for the points satisfying \( div F < 0 \), they are convergence. If \( div F = 0 \), they are non-source.

Compared with the other parts in fundus images, the blood vessels are usually darker. They could be regarded as sources. Thus, it is possible to establish the gradient vector divergence based on the blood vessel characteristics to achieve the segmentation of the fundus images.

For a fundus image \( f(x', y') \), Gauss filter \( G(\eta^2) \) is used for the image smoothening.

\[
g(x, y; \eta^2) = f(x', y') \oplus G(\eta^2)
\]  
(2)

Where \( \oplus \) is the convolution operation. The gradient vector \( F \) of the \( g(x, y; \eta^2) \) is

\[
F(x, y) = \frac{\partial g(x', y'; \eta^2)}{\partial x} i \oplus \frac{\partial g(x', y'; \eta^2)}{\partial y} j
\]  
(3)

Then, rotate the \( F(x, y) \) with \( \theta \) using the rotation matrix \( R_\theta \), the rotated gradient \( F_\theta \) could be obtained.
Thus, \( \text{div}F(\theta, \eta^2) \) could be calculated according to definition (1):

\[
\text{div}F(\theta, \eta^2) = \left( \frac{\partial^2 g(x', y'; \eta^2)}{\partial x'^2} \tan \theta + \frac{\partial^2 g(x', y'; \eta^2)}{\partial y'^2} \cos \theta \right) \oplus \left( \frac{\partial^2 g(x', y'; \eta^2)}{\partial x'^2} \sin \theta + \frac{\partial^2 g(x', y'; \eta^2)}{\partial y'^2} c \tan \theta \right)
\]

(5)

\( \text{div}F(\theta, \eta^2) \) is also termed as Oriented Laplacian operator. Using the same approach, the normalized gradient vector field \( \mathbf{F} = \mathbf{F} / \lVert \mathbf{F} \rVert \) could be obtained and with the divergence is \( \text{div}F(\theta, \eta^2) \).

The contrast of the blood vessels from a fundus image may be different. Typically, the main blood vessels have the stronger contrast; while the end of the vessels or the vessels in an abnormal area have weaker contrast. In order to extract the center line of the blood vessels, two categories are used for mining the two types of vessels.

### 3.3 High Contrast Vessels

For the high contrast blood vessels, smaller smoothing parameter is selected \( \eta^2 = 0.0 + 0.20 m \), \( m \in [0, 40] \). The rotation \( \theta = 0 + n \pi / 360 \), \( n \in [0, 180] \). The normalized gradient vector field divergence \( \text{div}F(\theta, \eta^2) \) could be obtained and it must meet:

\[
\text{div}F(\theta, \eta^2) > F = F / \lVert F \rVert
\]

(6)

For the blood vessel center line \( l_c(x', y'; \theta_m, \eta^2) \), due to the abnormality, there are some noises. In order to get rid of these noises, the length filter approach could be used.

### 3.4 Low Contrast Vessels

In order to extract the vessels center line from low contrast vessels, bigger smoothing parameter is used \( \eta^2 = 3.0 + 0.20 m \), \( m \in [0, 50] \). The rotation \( \theta = 0^\circ \) meets the condition:

\[
\max_{\eta^2} \left\{ \frac{\text{div}F(0, \eta^2)}{f \oplus G(\sigma^2) / m \times n} \right\}
\]

(7)

For the blood vessel center line \( l_{\text{center}}(x', y'; \theta_m, \eta^2) \), the filter approach is also used for reducing the noises.
Figure 1. Extraction of Vessel Center Lines

In order to evaluate the extraction approach, Figure 1 presents the experimental results for both high and low contrast vessels center line extraction. Figure 1 (a) and (b) are two fundus images from the STARE fundus image database. Figure 1 (c) is the high-contrast center lines extraction result and Figure 1 (d) is the low-contrast center lines extraction results. It could be observed that the proposed approach is able to figure out the center lines effectively. Additionally, the abnormality will not affect the experimental result in this method. Thus, the proposed approach could be feasible for the pre-knowledge extraction.

4. Random Walks-based Segmentation Model

Random walks theory has been widely used in economic game and computer networks with significant success. This paper uses the random walks theory twining the pre-knowledge extraction approach to carry out the blood vessels segmentation. To make full use of the center lines, the maximum probability of the pixel arriving at the center lines is selected via the random walk model, aiming to segment the image pixels into different sets.

4.1 Mapping Approach

The mapping approach is very important when using the pre-knowledge random walks model into image segmentation. Assume an image \(I_{image}(x, y)\) which should be mapped into \(Graph = (V, E)\) which has a limited vertices set \(v_i \in V\) and edges \(e_j \in E \subseteq V \times V\). Edge \(e\) connects the vertices \(v_i\) and \(v_j\), labelling as \(e_{i,j}\). Each edge in the weighted graph has the weight \(\text{weight}(e_{i,j})\) or \(\text{weight}_e > 0\) [8]. The degree of vertices is:

\[
d^\text{degree}_i = \sum \text{weight}(e_{i,j}), \forall e_{i,j} \in E
\]  

(8)
Mapping the fundus image $I_{image}(x, y)$ into $Graph = (V, E)$ follows the steps: each pixel $i$ in the image $I_{image}$ is mapped into a vertex $v_i$ in the $Graph$. Based on the Gaussian weight function, the weight $w_{ij}$ of the edge $e_{i,j}$ could reflect the brightness of the pixel.

$$weight(e_{i,j}) = \exp[-\alpha \frac{(br_i - br_j)^2}{\beta}] \otimes \lambda$$

(9)

Where $\lambda = 10^{-4}$ is a small constant which ensures $weight(e_{ij}) > 0$. $br_i$ indicates the brightness of pixel $i$. The normalized parameter $\beta = \max(br_i - br_j), \forall i, j$. The adjustment parameter is $\alpha = 0.3 \times 10^3$.

4.2 Segmentation Model

Based on the mapping approach, the first arrival probability of the pixels to the center lines could be worked out by the random walks theory. The probability could be converted into Dirichlet problem which is the problem of finding a function which solves a specified partial differential equation (PDE) in the interior of a given region that takes prescribed values on the boundary of the region. The boundary condition $\Gamma$ for $I_{image}(x, y)$ should meet the Laplace equation:

$$\Gamma^2 u \equiv \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = 0$$

(10)

$$u(x, y)|_\Gamma = \begin{cases} 1, (x, y) = u \\ 0, Others \end{cases}$$

(11)

**Figure 2. Segmentation Evaluations**

In order to test the segmentation approach, a simple evaluation is carried out. Figure 2 shows the experimental results. Figure 2 (a) is the original fundus image. (b) is the vessel center lines overlaid on the image which is obtained from the pre-knowledge approach.
(c) presents the first arrival probability results using the proposed method in this section. (d) is the result of the vessel segmentation. From this simple experiment, it could be found that the proposed method not only extracts the high contrast vessels, but also works well on the tiny vessels from segmenting the vessels from the background. The noises are reduced with great proportion so that they are not able to influence the segmentation results.

5. Experiment Results and Discussions

In this section, two types of experiments are carried out. First of all, two fundus images are randomly selected from DRIVE database for examining the proposed method in this paper. Figure 3 shows the experimental results which include four categories.
Figure 3 (a) and (b) are the original colored fundus images from DRIVE database. They are right and left eye with random picking up from the database. (c) and (d) is the results from implementing pre-processing. It could be seen that after the pre-processing, the figures are much smoother and some noises are removed. The edges of each components like vessels and optic disc could be clearly identified. (e) and (f) are the results from removing the background. From these two images, the vessels are identified by figuring out the center lines and their characteristics could be marked. (g) and (h) are the segmented results which are efficient and effective for labelling the blood vessels. The high and low contrast vessels are clearly worked out so that the proposed approach is feasible for practical implementations.

Second experiment is carried out to compare the proposed approach with Hoover algorithm and manual operations which are widely used in the image segmentation. The experiment is based on the public Hoover STARE fundus images database for selecting the samples. The experimental parameters are $\phi_1 = 0.4 + 0.05(k - 1)$, $k = 4$, and $\phi_2 = 1$. This experiment is based on Matlab 2008 platform with 1.60GHz iCore CPU, 4GB RAM. The average time for processing an image is within two minutes. Thus, if using the applicable programming language like C and C++, the calculation speed will be much faster. Figure 4 shows the experiment results.

Figure 4 presents the compared results with Hoover manual operations and Hoover method. The first row shows the original fundus images that are selected from the database. The second row is based on the manual operations processed by the ophthalmologist who has rich experience in diagnosing the disease of eyes. The third row is the results from Hoover algorithm which is used for the segmentation. The fourth row is the results from the approaches proposed in this paper. For the four different fundus images, the first one is a common eye image. The second one has a low contrast vessels.
Figure 4. Comparison Results

The third and the fourth images have large number of abnormalities which will affect the segmentation. It could be observed from Figure 4, the proposed model in this paper outperforms the other two approaches not only in the normal fundus images, but also in the images with large number of abnormalities. The outperformance comes from the segmented blood vessels which are more completed and some tiny vessels are figured out. Such tiny vessels are hardly observed from the segmented results by Hoover algorithm. Additionally, the connection of the segmented vessels are much better than the results from Hoover algorithm (H). Some non-connected vessels are combined in the last row images.
In order to further evaluate the performance, receiver operating characteristics curve (ROC) is used for quantitatively analyzing the segmentation precisions. X-axis is the specificity % and Y-axis is the sensitivity %. From Figure 5, it could be observed that with the same specificity, the proposed model in this paper has better sensitivity than Hoover algorithm. That means with the same error ratio, our approach is able to segment more blood vessels. As the increasing of specificity, the sensitivity of proposed method and Hoover algorithm are almost the same.

For detailed analysis, from 0 to 30 (specificity), random walks-based approach always outperforms the Hoover algorithm in sensitivity that because the proposed method uses different oriented Laplacian operator to deal with the low and high contrast vessels. From 30 to 42, Hoover algorithms slightly outperforms the proposed approach. And after that, their performances are almost the same. The proposed method is able to get better performance under abnormal fundus images so that the practical implementation could be achieved in eye diseases diagnose.

6. Conclusion and Future work

This paper introduced a random walks-based segmentation approach for fundus images processing. The characteristics of fundus images, take blood vessels for example, were discussed so as to figure out the vessels’ presentations. A pre-knowledge extraction method was proposed to address the high and low contrast of the blood vessels using divergence mechanism. After that, a random walks-based segmentation model was presented by calculating the first arrival probability to categorize the pixel sets which are close to the center lines.

Future research directions may follow the two aspects. Firstly, the robustness of vessel segmentation should be enhanced. Thus, the discrimination feature like phase congruency of the vector field will be constructed to achieve this purpose. Secondly, automatic segmentation models using machine learning algorithms could be established. Based on the extreme learning machine, a set of discriminative feature vectors could be built up so that local features, morphological characteristics, and vessels shapes could be precisely presented.
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