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Abstract 

In this paper, image quality assessment and comparison are provided. The goal of this 

study is to assess image without the association of human viewers. The image quality 

weights the received image distortion compare to the original image. Four metrics are 

explained and assessed in the experimental results. They are color mean squared error 

(CMSE), color peak signal to noise ratio (CPSNR), spatial-CIELAB (SCIELAB), and 

feature SIMilarity (FSIM). Simulation results show restored images obtained by different 

factor values. The results are shown in several metrics, numerical results in terms of 

CMSE, CPSNR, S-CIELAB, FSIM, visual results in terms of FSIM map.  
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1. Introduction 

The image quality (IQ) assessment is one of the most important topics in image 

processing [1-4]. The IQ weights the received image distortion compare to the original 

image [5,6]. The imaging system can present some amounts of deformity in the original 

signal. Thus IQ measurement is significant. By clarifying the IQ, the IQ metrics become 

specialized with the terms of objective. However, the subjective feeling by human 

observation at an image is also important [7].  

There are several goals that we use IQ metrics. One is how to measure the sharpness of 

given image [8,9]. This sharpness effect affects the quantity of detail an image. Another 

goal is to assess the amount of noise. The standard noise removal system lessens the 

amount of noise by averaging or smoothing an image. But this technique can sacrifice 

image details. Another goal is to assess dynamic range. The dynamic range is the range of 

intensity levels in a captured image. The dynamic range is highly related to the noise 

because high noise can cause low dynamic range. The tone reproduction can be measured 

with the relationship between scene brightness and the reproduced intensity. The color 

preciseness is measured in various objective tools. Finally, color moiré, color artifacts 

also can be assessed by IQ. 

The goal of this study is to assess IQ without the association of human viewers [10-17]. 

The remainder of the manuscript is arranged as follows. In Section 2, we introduce 

various IQ metrics. In Section 3, we provide the assess IQ results in various metrics. 

Objective and subjective performances are assessed and compared. Finally, conclusion 

remarks are shown in Section 4. 

 

2. Image Quality Metrics 

The assessment of IQ measure regarding the apperception is an important point for 

guaranteeing that the metrics can replace and help human viewers in the IQ assessment. 

Thus, in this section, we introduce and analyze some existing IQ metrics. The 

conventional IQ metrics can be classified into several groups as shown in Table 1. 
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Table 1. Image Quality Metrics and their Characteristics 

IQ metrics Characteristics 

Color Mean Squared Error 

(CMSE) 

Mathematically calculated metric. This metric is computed by 

the intensity of the distortions. 

Color Peak Signal to Noise Ratio 

(CPSNR) 

Mathematically calculated metric. This metric is computed by 

the intensity of the distortions and MSE 

Spatial-CIELAB (SCIELAB) 

[18] 

Low-level-based IQ metric. This metric considers the 

visibility of the deformity  

A Feature SIMilarity (FSIM) [19] High-level-based IQ metric. This metric quantifies image 

quality based on the assumption that the human visual system 

is conformed to squeeze information from the image.  

 

The MSE is a mathematically calculated metric. The MSE is always non-negative, and 

values closer to zero are better. This computes the cumulative squared differences 

between the original signal and the restored signal. The MSE is computed as  
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Here, parameters i and j stand for pixel location, m and n are image width and image 

height.  

The peak signal-to-noise ratio (PSNR) is an engineering term for the ratio between the 

most possible power of an image and the power of restored image that influences the 

fidelity of its representation. The PSNR is normally represented in terms of the 

logarithmic decibel scale because PSNR is generally very high. The PSNR is calculated 

as  

 

2

1010log
p

PSNR
MSE

 
  

 
 (2) 

 

Here, p is the maximum possible pixel value of the image. 

One of the most well-known color difference is CIELAB which is released by CIE. In 

this color space, it is easy to compute the difference between two given colors, by using 

the Euclidean distance - square root of MSE. The difference between two images is 

calculated as, 
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Here, 
* * *

o rL L L   ,
* * *

o ra a a   , and 
* * *

o rb b b   .  

In [18], Zhang and Wandell presented a spatial extension of the formula. Figure 1 is the 

flowchart of the S-CIELAB metric. There are two main steps in S-CIELAB: (1) spatial 
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filtering to computing the blurring of the HVS, (2) persistence with the basic CIELAB 

computation for the uniform area. The RGB image is transformed into CIEXYZ and then 

O1, O2, and O3 color space by Eq. (4). 

 

Input RGB image

Color separation

Spatial filtering

CIELAB computation

S-CIELAB calculation 

O1, O2, O3 calculation  

Spatial filtering for HVS

S-CIELAB calculation 

 

Figure 1. Flowchart of the S-CIELAB Calculation 
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The SSIM index tries to quantify the subjective difference between a deformed image 

and the reference one. SSIM explains the structural data in an image as those attributes 

which stand for the structure of the objects in the scene, independent of the mean 

luminance and contrast. The SSIM metric is based on a union of luminance, contrast, and 

structure comparison. The SSIM is calculated as  
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Here, μ is the average intensity for images im1 and im2, and σ is the standard deviation of 

the images im1 and im2. Two parameters c1 and c2 are computed as c1=(K1L)
2
 and 

c2=(K2L)
2
.  
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3. Simulation Results 

In this Section, we present visual performance comparison for 20 images. They are 

obtained from LC dataset, #101-120 images. The size of images are 720×540. Figure 2 

shows tested 20 images. We used introduced four metrics for comparison. To compare the 

performance, we firstly reduced the size of test image with factor of n (=2, 4, 8) and then 

restored it by enlarging the size.  

 

 

Figure 2. 20 Test Images from LC Dataset: #101-120 Images 

Figure 3-5 show three examples of image resizing. Firstly, all (a) images are original 

images with 512x512 size. Images (b) are obtained by factor of 2. Images (c) and (d) were 

obtained by factors of 4 and 8. As one can see, as factor increase images became blurred.  
 

    

(a) (b) (c) (d) 

Figure 3. Test on #102 Image: (a) Original Image, (b) Factor of 2, (c) Factor 
of 4, and (d) Factor of 8 

    

(a) (b) (c) (d) 
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Figure 4. Test on #103 Image: (a) Original Image, (b) Factor of 2, (c) Factor 
of 4, and (d) Factor of 8 

 

    

(a) (b) (c) (d) 

Figure 5. Test on #106 Image: (a) Original Image, (b) Factor of 2, (c) Factor 
of 4, and (d) Factor of 8 

Figures 6 and 7 show FSIM maps comparison. Figure 6(a) shows original image of 

#120 LC image. Figures 6(b-d) display the result with factor of 2, 4, and 8.  

 

    

(a) (b) (c) (d) 

Figure 6. FSIM Comparison on #120 Image: (a) Original Image, (b) Factor of 
2, (c) Factor of 4, and (d) Factor of 8 

    

(a) (b) (c) (d) 

Figure 7. FSIM Comparison on #121 Image: (a) Original Image, (b) Factor of 
2, (c) Factor of 4, and (d) Factor of 8 
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Table 2. Objective Performance Comparison using CMSE 

 factor = 2 factor = 4 factor = 8 

101 43.157 102.649 207.357 

102 73.941 179.687 340.985 

103 77.858 173.655 322.380 

104 234.158 482.164 755.728 

105 244.618 692.206 1262.191 

106 63.473 175.936 349.668 

107 95.603 250.379 397.678 

108 269.859 605.132 1018.662 

109 107.448 232.490 380.355 

110 150.150 291.806 462.508 

111 159.702 371.454 654.308 

112 103.978 241.372 441.416 

113 222.471 518.483 819.393 

114 51.321 112.223 185.138 

115 180.205 414.471 659.163 

116 86.554 198.102 333.137 

117 119.671 248.988 396.517 

118 191.537 400.585 637.398 

119 31.981 101.833 218.126 

120 74.252 153.214 244.585 

Avg. 129.097 297.341 504.335 

 

For objective performance comparison, Tables 2-5 show results by four metrics. They 

are CMSE, CPSNR, S-CIELAB, and FSIM. Figure 8 depicts results of Tables 2-5.  

Table 3. Objective Performance Comparison using CPSNR 

 factor = 2 factor = 4 factor = 8 

101 31.780 28.017 24.964 

102 29.442 25.586 22.803 

103 29.218 25.734 23.047 

104 24.436 21.299 19.347 

105 24.246 19.728 17.120 

106 30.105 25.677 22.694 

107 28.326 24.145 22.135 

108 23.819 20.312 18.051 

109 27.819 24.467 22.329 

110 26.366 23.480 21.480 

111 26.098 22.432 19.973 

112 27.961 24.304 21.682 

113 24.658 20.983 18.996 

114 31.028 27.630 25.456 

115 25.573 21.956 19.941 

116 28.758 25.162 22.905 

117 27.351 24.169 22.148 

118 25.308 22.104 20.087 

119 33.082 28.052 24.744 

120 29.424 26.278 24.247 

Avg. 27.740 24.076 21.707 
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Table 4. Objective Performance Comparison using S-CIELAB  

 factor = 2 factor = 4 factor = 8 

101 1.12791 2.42533 4.42874 

102 1.54737 3.43755 5.97868 

103 1.62831 3.26345 5.53084 

104 3.19777 6.34246 9.95759 

105 3.27214 7.51711 12.73732 

106 2.18061 4.94536 8.31241 

107 1.82230 3.97636 5.83023 

108 3.87617 7.83984 12.44479 

109 2.02470 4.07238 6.31687 

110 1.95371 4.04639 6.68887 

111 2.58781 5.47537 8.73121 

112 1.86635 3.88038 6.48905 

113 3.54726 7.09699 10.37352 

114 1.41585 2.79602 4.30780 

115 2.51917 5.09198 7.63409 

116 1.92671 3.94229 6.37339 

117 2.49023 4.63612 6.88849 

118 2.66510 5.32236 8.16488 

119 0.99283 2.29512 3.87868 

120 1.85200 3.47395 5.28279 

Avg. 2.22472 4.59384 7.31751 

Table 5. Objective Performance Comparison using FSIM  

 factor = 2 factor = 4 factor = 8 

101 0.99100 0.91486 0.80015 

102 0.99258 0.91250 0.79072 

103 0.99108 0.91203 0.79542 

104 0.98168 0.86161 0.71348 

105 0.98646 0.86776 0.70765 

106 0.99303 0.90777 0.77576 

107 0.98762 0.88855 0.76659 

108 0.98489 0.87233 0.70231 

109 0.98809 0.88707 0.73805 

110 0.98491 0.85288 0.71916 

111 0.98984 0.89361 0.70984 

112 0.99069 0.90726 0.77924 

113 0.98336 0.86113 0.70591 

114 0.99243 0.91647 0.78697 

115 0.98426 0.83751 0.68200 

116 0.98981 0.90523 0.78382 

117 0.98695 0.88651 0.73713 

118 0.98639 0.87943 0.72001 

119 0.99319 0.91545 0.79362 

120 0.99227 0.91830 0.79853 

Avg. 0.98853 0.88991 0.75032 
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(a) 

 

(b) 
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(c) 

 

(d) 

Figure 8. Depicted Performances: (a) CMSE, (b) CPSNR, (c) S-CIELAB, and 
(d) FSIM 

 

4. Conclusions 

Image quality assessment is an important topic. The image quality weights the received 

image distortion compare to the original one. The goal of this study is to assess image 

quality without the association of human viewers. Four objective performance metrics are 

described, and they are used for image comparison. Three factor values were used in the 
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simulation. The results are shown in several ways, numerical results in terms of CMSE, 

CPSNR, S-CIELAB, FSIM, visual results in terms of FSIM map.  
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