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Abstract 

In this paper, we present the prior art to find the ROI of computer vision research in 

order to acquire the necessary information using images or video. We adaptively obtain 

the ROI from the problems of conventional method with limited size of the template 

method and the assumption that the signboard image is located at the center. A method 

for signboard detection is proposed by searching the Hough line and determining the 

area of interest and reconstructing it taking into consideration the warped image. 
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1. Introduction 

For computer vision research to acquire the necessary information using images or 

video, prior art searching ROI is needed. In this paper, ROI detection method of building 

signboard is studied. The text in a natural image can provide the most clear and 

meaningful information available. Particularly, the signboard includes information such as 

business name and the telephone number. Since the characteristics of the building can be 

known through classification, it can be used as the main information for autonomous 

navigation of the unmanned robot. 

The candidate region of the signboard first binarizes the image through preprocessing 

operation, and then uses point and line to find the feature. The signboard candidate region 

is detected using the above feature.  

We focus on preprocessing work which has the greatest influence on the detection of 

the candidate area of the signboard and compare existing techniques with the proposed 

technique. 

 

2. Signboard ROI Detection 
 

2.1. Difficulty in Recognizing Signs in Natural Images 

Similar studies on sign recognition include license plate recognition, traffic sign 

recognition, and container identification. The above given studies show the size and color 

as well as the approximate location of the attachment. On the other hand, signboards are 

composed of size, location, and various colors. Signboard image recognition present 

various obstacles due to their characteristics [11, 16]. 

Common difficulties in recognition are the effects of shadows and lighting as well as 

shape distortion due to the tilting of the camera during shooting. This difficulty can be 

solved through color analysis and structural analysis [2, 8, 17-18]. 

In particular, there are various types of obstacles in recognizing signboards. Typical 

examples of these obstacles are electric poles, wires, trees, cars, and doors. Since most 

natural images contain these obstacles, they must be discussed. Horizontal edge, vertical 
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edge, point and line information are used in order to recognize a signboard. Complex 

horizontal, vertical, and point information are contained in the case of trees and it is 

difficult to separate them into non-signboard areas. It is difficult to separate wires, cars, 

doors, etc. into non-signboard areas due to light reflection and color information. 

Therefore, existing methods to solve the problems inherent in natural images is 

reviewed and their performance is compared with the proposed method. 

 

2.2. Related Works 

 

 

Figure 1. Block Diagram of the Proposed Method 

The procedure for detecting the ROI of the proposed signboard is shown in Figure 1 

above. There is an image preprocessing step for image binarization that will be introduced 

in Section 2.2 with the subsequent steps covered in Sections 2.3 through 2.5. 

 

2.2.1. Horizontal Edge 

The Sobel mask technique is used for the preprocessing method using the horizontal 

edge. Sobel is used to detect an edge as an operator for performing a derivative on an 

image to compute a gradient. Sobel mask is one of the first-order differential operators 

that extract edges in all directions. Since the projected pixel values are relatively averaged, 

they have a strong characteristic in noise [1, 3-4].  

The horizontal and vertical operations of the Sobel mask are as follows. 

 and                        (1) 

The above equations represent vertical and horizontal Sobel masks, respectively, and  

represents the gray level input image. If there are no obstacles or interference in natural 

reminiscence, the signboard can be separated quickly and accurately using the horizontal 

edge of the Sobel mask. However, if there is an obstacle or interference, the Sobel mask 
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includes edge information of the non-signboard area, which makes it difficult to separate 

the background from the signboard. 

 

2.2.2. Color Distance 

The color information of the image is important for sign recognition. Many studies use 

HSV color models. Signs can be defined into similar colors in natural images. The 

similarity of colors is measured by the color distance. The conversion from an RGB color 

image to an HSV color image is as follows [5, 14-15, 19]. 

                                             (2) 

               (3) 

Hue calculation: 

                                         (4) 

Saturation calculation: 

                                                      (5) 

Value calculation:  

Using the H, S, and V values, the color distance can be calculated as follows. 

                                        (6) 

 

 

Figure 2. Histogram after CD Application 

The histogram of the image is obtained by using the CD value obtained Figure 2. 

Based on the obtained histogram, it is possible to separate non-signboard areas by using a 

portion having a large amount of information. Such a method requires the signboard to be 

at least half the size of the image size, and only when the color distance between the 

background and the signboard is too long. 
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2.2.3. Fuzzy C-mean 

The fuzzy c-mean algorithm (FCM) is used to cluster image color information using 

feature vectors. The FCM algorithm has the following objective function [6-7, 13]. 

                                     (7) 

Where  is any real number that indicates fuzziness of resulting partition,  is the 

membership of  in the cluster ,  is the pixel of data,  is the center of the cluster. In 

FCM, partitioning is done with an iterative optimization of the function and membership 

 is updated iteratively and the cluster centers  are also updated along with it.  

norm represent the distance between pixel and the centre. The performance index 

 measures the weighted sum of distance between cluster centre and elements in 

corresponding fuzzy clusters and it is minimized when the pixel is close to centroid of 

their clusters. That pixel is assigned with high membership values and the remaining 

pixels are with low membership value [25-26]. 

After performing the fuzzy c-mean, it can be seen that the histogram is classified into 

two cluster values as described above. 

 

 

Figure 3. Histogram after Fuzzy C-Mean Application 

 

2.3. Proposed Method 

The proposed preprocessing technique is based on morphology. Morphology means 

analyzing the geometric shape of an image that involves erode and dilate operations.   

The preprocessing process is as follows. 

 
Dilation of the gray scale image  by the structural element  is denoted by  and is 

defined as follows. 

                 (8) 

The structural element is rotated 180 degrees about its origin. The structural element 

values rotated at each moved position are added to the image pixel values and the 

maximum value is then calculated. 
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Erosion of the gray scale image  by the structural element  is denoted by  and is 

defined as follows. 

                     (9) 

Subtract the structural element value of the image pixel values at each movement 

position and then calculate the minimum value.  

Splitting and Merging steps can be summarized as follows[22][23][24]. 

Step1. Split into four disjoint quadrants any region  for which . 

Step2. When no further splitting is possible, merge any adjacent regions  and  for  

which . 

Step3. Stop when no further merging is possible. 

In step 2, the divided image can be generated by filling all the quadrant areas satisfying 

the attribute with 1 and filling the non-quadrant areas with 0. 

 

 

(a) 

  

(b)                                                           (c) 

 

(d)                                                  (e) 

Figure 4. (a) Original Image, (b) Image Preprocessing Result using 
Horizontal Edge, (c) Color Distance, (d) Fuzzy C-mean, (e) Proposed Method 
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2.4. Hough Transform 

In Hough transform, we consider point  and all the lines that pass through this 

point. There are infinitely many lines passing through the point  and all of the lines 

satisfy the slope-slicing linear formula  for certain values of  and . If we 

write this equation as  and consider the ab-plane, we have one linear 

equation for a fixed pair  [8, 12-13, 20]. 

We can draw the parameter space straight lines for all image points (x, y) in the xy-

plane and identify the major straight lines in the xy-plane by identifying the intersection 

point of several straight lines in the parameter space. However, to avoid  (slope of a 

straight line) going infinitely when a straight line approaches in a vertical direction, use 

the following normal form of straight line. 
                                                 (10) 

For line detection through Hough transform, two pairs of points were calculated for ten 

line extractions, and line components less than about seventeen percent (17%) of the 

image width were excluded from line components. Adjacent lines and intersecting lines 

were removed for the detected ten line components. The two point pairs were converted 

into one linear equation for convenience. 

The following figure show the results of applying four techniques to natural images 

that include many horizontal components of doors, windows, and bricks. It can be 

confirmed that the proposed method effectively detects the upper and lower lines of the 

signboard area. 

 

   

(a)                                                       (b) 

 

  

(c)                                                      (d) 

Figure 5. (a) Hough Transform Result using Horizontal Edge, (b) Color 
Distance, (c) Fuzzy C-mean, and (d) Proposed Method 
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2.5. Image Division and Distortion Correction 

Image division is performed by storing the image between two straight lines using a 

linear equation calculated from the Hough transform. Alignment was performed based on 

y-intercept in order to distinguish the uppermost and lowermost straight lines. 

Distortion reconstruction performed geometric transformation through projection of 

warped images [9-10, 21]. Four points on both sides of the image were used for image 

projection. In addition, the signboard part can be detected in the candidate area using the 

vertical axis component of the gray image [27-28]. 

 

 

(a) 

 

(b) 

Figure 6. Examples of (a) Warped and (b) Projection Image 

3. Experimental Results 

A total of 107 natural images were used in testing the proposed method which were 

then compared with the existing three methods. The performance index are subdivided as 

shown in the table below and the final results are somewhat lower because they all exhibit 

0% detection except for certain conditions. 
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Table 1. The Performance Index. 

Accuracy Performance index 

100% 

(case1) 
Signboard detected correctly. 

70%~90% 

(case2) 

Analyze performance according to degree 

when background other than signboard is 

included. 

80%~90% 

(case3) 

Part of the signboard is cut off, but the text is 

fine. 

0% 

(case4) 

When the text of the signboard is lost and the 

signboard is not recognized 

 

Table 2 shows the performance of each algorithm based on the evaluation index in 

Table 1. Accuracy and processing speed are the average values for the entirety. Figure 6 

shows an example performance index. 

 

 

 

 

 

 

Figure 7. Example of Performance Index 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol. 10, No. 7 (2017) 

 

 

Copyright © 2017 SERSC  81 

Table 2. The Performance Analysis 

Algorithm Accuracy (%) Processing speed (s) 

Horizontal 

edge(HE) 
49.8131 0.0153 

Color distance(CD) 76.0280 0.0421 

Fuzzy c-mean(FC) 63.1776 4.1671 

Proposed 

method(PM) 
87.5701 0.0428 

 

Experimental results show that PM has the highest accuracy at 87.5701% with an 

average operation speed for natural images at 0.0428s. FC is considered to be inadequate 

in terms of real-time application due to its slower computation speed even though it has 

63.1776% accuracy. The processing speed of HE is fast, but it is difficult to use it alone 

without the constraint that the signboard image is located at the center of the image. On 

the other hand, CD with similar computation speed to PM showed a negative accuracy 

difference of 11.5421. CD can be used to improve PM’s accuracy through CM and PM 

fusion because five images were detected out of ten images by CD that cannot be detected 

by PM. 

 

4. Conclusion 

In this paper, we propose the preprocessing technique of natural image to recognize 

signboards through Hough transform. The effectiveness of the proposed method is 

verified compared with the existing methods since the preprocessing method has a great 

influence on the recognition of the signboard. Experimental results show that the 

proposed method has high accuracy and suitable processing speed in real time. The 

proposed method can detect the signboard area without being restricted as to the size and 

position of the signboard. Sign recognition technology can be used not only to provide 

information necessary navigation of an autonomous mobile robots but also to the users. 

As shown in the experimental results, performance improvement can be expected by 

combining CM with the PM. In the future, we plan to increase recognition rate of 

signboards of various natural images and also continue to study word recognition through 

text detection. 
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